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Chapter 6

Packet routing for LEO networks

In this chapter, we studythecorepacket routingdesignproblemfor LEO networks, fo-
cusingin particularon the potentialfor simplifying routing by using geographic-basednetwork
addresses.In Section6.1, we first provide a high-level overview of thosecharacteristicsof LEO
networksthatarerelevantto packet routing,anddiscusswhy andin whatsenseLEO packet routing
is aninterestingproblem.Next, in Section6.2,wedescribethesimulationenvironmentthatwecon-
structedandjustify our choicesfor thevarioussimulationparameterswe neededto configure.Our
simulationmodelsrevealedsomefundamentaldelayperformancecharacteristicsof LEO networks,
which we illustratein Section6.3. Thesebenchmarkresultsareinterestingin their own right but
arealsousefulasa referencefor comparingwith our laterresults.In theremainderof thechapter,
we focuson thepotentialbenefitof embeddinggeographiclocationinformationwithin thenetwork
addressesof userterminals.After first introducinga cellulargeometryin Section6.4,we describe
in Section6.5ourattemptsto constructadistributedroutingprotocolthatmakespacket forwarding
decisionsbasedon suchgeographicinformation.Finally, in Section6.6we examinethebenefitof
usinggeographic-basedaddressesin anetwork thatusescentralizedrouting.

Throughoutthischapter, wemakefrequentreferenceto theIridium and(proposed)Teledesic
satelliteconstellations(first introducedin Chapter1 anddescribedin moredetailin Chapter2), and
usethesetopologiesasthebasisfor ourpacket routingresearch.Iridium andTeledesicarejust two
examplesof aparticularclassof LEO satelliteconstellation–otherconstellationsdesignsarepossi-
ble. Nevertheless,ratherthanexploretheentiredesignspaceof possiblesatelliteconstellations,we
have chosento focuson theIridium andTeledesicconstellationtopologiesasexamplesof feasible
LEO systemsbecausethey representtwo designsthat have beenconsideredcommerciallyviable
from a frequency management(interference),orbital deployment,andeconomicperspective. The
Iridium andTeledesicsystemsaredescribedin [75] and[130], respectively.

6.1 Why is LEO Packet Routing an Inter estingProblem?

LEO networks arean interestingtype of mobile network in that the nodesaremoving
rapidly with respectto the slow moving or fixedusernodes,causingfrequentlink handoffs. De-
spitethehighly time-varyingnatureof thenetwork topology, therearesomesimplifying properties.
First,mostof thetopologychangesof thesatellitemeshitself (asidefromequipmentfailures)canbe
predictedin advance.Second,thegraphtopologyis somewhatregularanddense,leadingto amul-
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tiplicity of similar routesto mostdestinations.Both of thesesimplifying propertiescanpotentially
beexploitedby routingalgorithmsasweexplorelaterin thischapter. Nevertheless,whencompared
with routingprotocoldesignfor terrestrially-basedpacketnetworks,thereareseveralfundamentally
differentdesignobjectivesthatcomplicatethedesign.First, we make theassumptionthatsatellite
hardwarewill continueto bemassandpower constrained,therebylimiting theamountof on-board
memoryandprocessing.Althoughit is truethatadvancesin electronicstechnologieswill continue
to make memorycheaperandlesspower-consumingin futureyears,thesatellitepayloadis still a
verypower-constrainednetwork node,with asmuchpoweraspossibleallocatedto signaltransmis-
sion. We thereforeseekroutingalgorithmsthatarememoryefficient andarenot computationally
intensive. Second,conservation of link bandwidth,particularlyon the links betweengroundand
satellites,is importantbecausea lossof capacityfor usertraffic on theseexpensive links leadsto a
lossin revenueor higherservicecosts.Third, economicfactorslimit thenumberof satellitesthat
canbedeployed in a constellation,andconsequentlycausethecoveragefootprintsof satellitesto
bestretchedthin. For instance,the Iridium system,which uses66 satellites,requiresanelevation
maskof 8.2degreesat theedgeof eachsatellite’s coveragefootprint [105], which is not very high
abovethehorizonandcouldpotentiallyleadto shadowing problems.Systemsthatguaranteedouble
coverage,suchasonedescribedin [142] that leadsto a Manhattannetwork topology, do not seem
likely to bebuilt.

For theabove reasons,operatingtraditionaldistributedroutingprotocolsandusingtradi-
tional meansof hierarchyarenot likely to provide thebestperformance.Distancevectorprotocols
have well known convergenceproblemsin time-varying topologies,andwhile someof the short-
comingshave beenaddressedover theyears(suchastheDUAL protocol[47]), the improvements
comeatacostof complicatingtheprotocol.Link stateprotocolsconvergemuchmorerapidlyupon
topologychanges,at theexpenseof a largeamountof messagetraffic, higherprotocolcomplexity,
androuting computationaloverhead.Of course,eitherdistancevectoror link stateprotocolscan
be madeto work in LEO satellitesystems;the point is that becausesuchprotocolsdo not capi-
talize on the simplifying aspectsof LEO network properties,oneis likely to do betterwith more
specializedprotocols.Furthermore,areahierarchiesasusedin the currentInternetarenot asap-
propriatefor a highly regularnetwork topologywith nodesundera singleadministrative control–
wheredoesonedraw theareaboundaries?Finally, acentralizedroutingsystemmaybepreferredin
thisenvironmentfor a numberof reasonsdiscussedlaterin thischapter.

In summary, the major challengein the designof packet routing algorithmsfor LEO
networks is copingwith both a time-varying topology and constraintson key systemresources,
while trying to capitalizeoncertain(simplifying)propertiesof thenetwork topology. Wehaverelied
heavily onsimulationsof LEO networksto explorethis problem.Therefore,beforepresentingany
resultswe will first describeour simulationmodelandthekey parametersusedtherein.Next, we
will illustratesomefundamentaldelayperformanceresultsin LEO constellationsbeforefocusing
ourattentionin theremainderof thechapteronthefollowing question:How cangeographiclocation
informationaboutnetwork nodesbeusedto simplify packet routing?

6.2 Simulation Model and KeyParameters

In thissection,wedescribein moredetailhow wemodelledthebehavior of theLEO con-
stellationspatternedafter the Iridium andTeledesicconstellations.LEO systemsarecomplicated
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Figure6.1: Exampleof apolar-orbitingsatelliteconstellation(figurereproducedfrom Section2.2).

to modelbecauseof thesheercomplexity of thesystemandbecausemany detailsof suchsystems
arestronglyhardwaredependentandhave not beendiscussedin the literature. We discussin this
sectionthemany choicesfor simulationparametersthatwemade,why wechosethevaluesthatwe
did, andwhetheror notour resultsarehighly sensitive to thesechoices.

Recallthatin Section2.2,wedescribedsomeof themostimportantfeaturesof LEO con-
stellations,andin Section3.2,we introducedthesimulationenvironmentthatwe have constructed
to studyLEO routing. We prefacethe restof thematerialin this chapterby briefly reviewing the
key pointsdiscussedthere.Figure6.1 illustratesa possibleconfigurationfor a polar-orbiting LEO
constellation(modelledaftertheTeledesic288satelliteconfiguration).Thesatellitesorbit theEarth
in fixedcircularplaneswhile theEarthrotatesunderneath.Satellitescommunicatewith oneanother
using intersatellitecommunicationlinks (ISLs). As the figure indicates,threetypesof ISLs can
exist: interplane,intraplane,andcross-seamISLs. Table6.1 againsummarizeskey constellation
parametersfor boththeTeledesicandIridium systems.We shouldemphasizeherethatwhile Irid-
ium hasbeendesignedfor circuit switchingatvery low bit rates,in this chapterweareconsidering
theuseof the Iridium constellationdesignin a hypotheticalbroadbandpacket switchingnetwork.
Also, asof thiswriting, theparametersdescribingtheTeledesicconstellationarelikely to change.

Figure3.2 in Chapter3 illustratedthekey componentsof our extensionsto the ��� sim-
ulator to enableit for LEO routingstudies.We usea sphericalcoordinatesystemcenteredon the
Earth’s center, andinserteda position object in eachnodethat describesthe node’s positionasa
function of time in this coordinatesystem.Links betweennodesin the simulatorhave a dynam-
ically varying propagationdelaythat is basedon the instantaneousdistancebetweentwo nodes–
whenever a packet mustbesent,bothnodesat theendpointsarequeriedfor their currentposition.
Nodesalsocontaina handoff monitor, describedin moredetailbelow, thatcheckfor opportunities
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Iridium Teledesic

Altitude 780km 1375km
Planes 6 12

Satellitesper plane 11 24
Orbit inclination (deg) 86.4 84.7

Interplane separation(deg) 31.6 15
Seamseparation(deg) 22 15
Elevation mask (deg) 8.2 40

Max. ISLs per satellite 4 8
Cross-seamISLs no yes

Table6.1: Key constellationparametersfor the Iridium andTeledesicsystems.Both systemsare
examplesof polarorbitingconstellations.

to enable,disable,andhandoff links betweennodes,andnodesalsocontaina routing agent for
usein distributedrouting(wealsoimplementedacentralizedroutinggeniefor studyingcentralized
routing).

Beyondthemaintopologicalparameterslisted in Table6.1, thefollowing additionalde-
tails help to morefully describeour models. With respectto the constellationconfiguration,we
madethe following two minor simplifications.First, we did not modeltheminimal orbital eccen-
tricity foundin thetopologies;our orbitswerepurelycircular. Second,wedid notmodelany drifts
in nominalsatellitepositionwith respectto theoriginalconstellationdesign,assuminginsteadthat,
wherepossible,the placementof satellitesin adjacentorbits will be staggeredso asto maximize
groundcoverage(i.e., in Teledesic,wheresatellitesarenominallyspacedat intervalsof 15 degrees
in eachorbit, we offset thepositionof satellitesin adjacentplanesby 7.5 degrees).While sucha
staggeringis optimal,it is unclearwhethersatelliteoperatorswill expendthefuel necessaryto main-
tain thisphasing(bothIridium andTeledesicplanto holdconstanttherelativepositionsof satellites
within a particularorbit, but in the Teledesicsystemthereareno guaranteesof maintainingany
phasingbetweensatellitesin differentplanes).

Iridium satellitesareconnectedto their four nearestneighbors:two satellitesin thesame
orbital plane,andoneeachin theadjacentplanes.Satellitesalongthecounter-rotatingseamonly
have threeactive ISLs if cross-seamISLsareturnedoff (in oursimulator, wecouldalsoselectively
enablecross-seamISLs for the Iridium topologybut generallyexperimentedwithout them). It is
only thecross-seamISLsthatrequiresatellitehandoffs, sincetheintraplaneISLsarestaticlinks,and
theinterplaneISLsonly needto bedeactivatedandreactivatednearthepoles.TheTeledesicsystem
connectsto eightnearestneighbors:the four closestsatelliteswithin thesameplane,onesatellite
eachin the two adjacentplanes,andonesatelliteeachtwo planesaway. At the counter-rotating
seam,only oneISL is active acrossthe seamandthe otheris usedto acquirethe next satelliteto
behandedoff to. We configuredtheGSLsto befull duplex links at 1.5 Mb/s (i.e., we considered
a broadbandversionof the Iridium system),and the ISLs to be 155 Mb/s for Teledesicand 25
Mb/s for Iridium. The exact valuesof thesebandwidthswerenot importantsincewe wereonly
consideringaminimalamountof traffic. Figures6.2and6.3illustratesnapshotsof satellitepositions
andactive intersatellitelinks for Iridium andTeledesic,respectively. Theplotsweregeneratedby
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Figure6.2: Snapshotof theIridium constellation,illustratingactive ISLs.

outputtingsatelliteandlink positioninformationandthensuperimposingthedataon a rectangular
mapprojectionobtainedfrom theXeroxPARC MapViewer. Notein theIridium topologythelack
of cross-seamISLsandtheabsenceof interplaneISLs in thehigh latitudes.

Variouspoliciesfor performinghandoffs betweennetwork nodesarepossible–theexact
choiceof handoff mechanismis sensitive to the satellitehardware capabilities,and Iridium and
Teledesichave not publicly revealedtheir techniques.We implementedboth asynchronousand
synchronoushandoffs asdescribedabove in Section2.2.1.Asynchronoushandoffs betweenground
terminalsandsatelliteswork asfollows. Eachterminalperiodicallycheckswhetherthe satellite
that is servingit hasdroppedbelow the elevation maskfor the terminal. In our simulations,we
performedthis checkevery ten seconds,on average(we addeda randomdither to the timeout
interval sothatit wouldvarybetweenfiveandfifteenseconds);wedid not regardtheexactvalueof
this timeoutparameterasbeingcritical, althoughtoo smallof a choiceleadsto slower simulations.
Uponchecking,if theterminaldiscoversthat thecurrentsatellitehasdroppedbelow theelevation
mask,theterminalsearchesfor anothersatellitethatis above themaskandconnectsto thefirst such
onefound. The techniqueof synchronoushandoffs assumesthat topologychangesoccuronly at
certaintimes–our simulatorcanalsobeconfiguredsuchthatall nodesperforma topologycheck
synchronously(asweexplorelaterin thischapter).

We next describetwo simulationparametersthat are highly dependenton the antenna
steeringcapabilities. InterplaneISLs aredeactivatedwhenever oneor both satellitesareabove a
given latitudethreshold. We typically set this thresholdto 70 degrees,sinceanalysisby Werner
indicatesthatIridium shouldbeableto maintainISLs between60 degreesnorthandsouthlatitude
[140], anda Motorolapatentby RahnemaclaimsthatanIridium-like constellationis ableto keep
theselinks active up to 68degreeslatitude[116]. AlthoughweconjecturethatthedenserTeledesic
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Figure6.3: Snapshotof theTeledesicconstellation,illustratingactive ISLs.

constellationmaybe ableto steerthesebeamsbeyond a 70 degreelatitude,we have no evidence
to supportthis. Handoff agentson boardthesatellitesmonitor for this occurrenceaswell (again,
we checkevery tensecondson average).Finally, cross-seamISLs cannotbemaintainednearthe
pointswherethe counter-rotatingplanesintersect;in our simulations,we deactivatedtheseISLs
whenever thesatelliteswerewithin eightdegreesof longitudeof oneanother. More informationin
thepublicdomainabouttheantennasteeringcapabilitiesof ISLsis neededto maketheseparameter
guessesmoreaccurate.Wewill havemoreto sayabouttheseparticularparameterswhenwediscuss
geographic-baseddistributed routing, but in general,we found that our resultswere not highly
sensitive to thesetwo parameters.

Sinceour studieswere focusedon fundamentalrouting and propagationdelay perfor-
mancemeasurements,we simplified our simulations(anddramaticallyimproved simulationrun-
time)by notmodellingadditionaldelaysdueto multipleaccesscontention,framing,andlink layer
protocols,nordid weconsiderqueueingdelaysin thenetwork dueto heavily loadedlinks. Wealso
did not modelor experimentwith link outagesor errorsdueto terrainor sunoutages,propagation
impairments,or thermalnoise.Our rationalefor thesesimplificationswasthat,while investigating
the potentialfor network load balancingthroughrouting is a goodcandidatefor future research,
oursimulationson thefundamentalroutingpropertiesof LEO networksdid not requirethelevel of
detail thatwouldhave resultedfrom modelingall of theparameterslistedabove. Nevertheless,the
simulatorallows for suchadditionalmodelsto beinsertedfor futureresearch.

In summary, wehave describedanumberof systemparametersthathave implicationson
routingarchitectures.We will elaboratemoreon theimplicationof someof theseparameterslater
in this chapter.
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Figure6.4: Scatterplot of theone-waydelayexperiencedby 10,000differentpingsbetweenrandom
locationson the Earth’s surface,when global min-delayshortestpath routing is used(Teledesic
constellationconfiguration).

6.3 BasicPerformanceResults

The basicpacket delay performanceof modernLEO satelliteconstellationshasnever
beenthoroughlydescribedin the literature. In this section,we quantify typical delayprofilesthat
might be seenby usersof futureLEO networks. The resultsareusefulin understandingthe fun-
damentalperformancecharacteristicsof suchnetworks,andwill alsoserve asbenchmarksfor our
laterevaluationof geographicrouting.

6.3.1 DelayProfiles

Oneof theadvantagesof LEO systemsoverGEOsatellitesis thereductionin propagation
delaybetweentheEarthandsatellite.Althoughtheend-to-endlatency canoftenbereducedfrom
a quarterof a secondto tensof millisecondsby usinga LEO system,thedelayin a LEO systemis
inherentlyvariable.Our first experimentswith our LEO network simulatorweredesignedto study
thisdelayvariability.

Figure6.4 is ascatterplot of theend-to-enddelayexperiencedby 10,000differentsingle
packet exchanges(“pings”) usingtheTeledesicsystem.This simulationwasdesignedto illustrate
the rangeof end-to-enddelaysthat usersof thesesystemsmight experience. In the simulation,
which ran for 20,000secondsof simulationtime, we repeatedthe following stepsevery two sec-
onds.Wefirst selectedtwo pointsat randomon theEarth’s surface,andinstantiateda link between
eachterminaland the first eligible satellitefound (a satellitewasconsidered“eligible” if it was
above the terminal’s elevation mask). We thenconfiguredoneof the terminalsto senda packet
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Figure6.5: Histogramof valuescorrespondingto Figure6.4.Fewerthan1%of thedelaysexceeded
100ms.

to the other, andmeasuredthe one-way delay. The LEO systemuseda centralizedshortest-path
routingalgorithmbasedon minimizationof thecurrentpropagationdelayof eachlink– theroutes
werecentrallycomputedandinstantaneouslyloadedinto eachnodein thesimulator. Althoughthis
methodof routingviolatesthespeedof light limitation, it representsanupperboundon theachiev-
ableperformanceof a routing algorithmdesignedto obtainshortestpaths. The distanceplotted
is the greatcircle distancebetweenthe two terminals. The figure illustratesthat the end-to-end
propagationdelayin the Teledesicsystemis usuallybelow 100 ms if shortestpathroutescanbe
found (fewer than1% of our datapointsexceeded100 ms,asillustratedby thehistogramshown
in Figure6.5). Also, independentof thedistancebetweenthetwo terminals,a usermayencounter
anend-to-enddelaythatcandiffer by roughly30 ms,dependingon theparticularconfigurationof
thesatelliteconstellation.This performancerepresentsa lower boundon theachievabledelayand
delayvariability thatcanbeprovidedby aLEO satellitenetwork.

Theabove routesweredeterminedby consideringthe instantaneouspropagationdelays.
We obtainslightly different,suboptimalresultsif we computeshortestpathsbasedon minimizing
thehopcount,ratherthanpropagationdelays.In thiscase,asillustratedin Figure6.6for anidentical
setof terminallocationsasplottedin Figure6.4,theperformancehasthesamelowerboundbut there
is a bit morespreadandsomeoutliers. We will explore thedifferencebetweenthesetwo routing
metricsa little laterin thissection.

Finally, Figure6.7 illustratesa similar delay scatterplot for the Iridium constellation,
were it to includecross-seamISLs (we have includedthemherefor comparisonpurposes).The
delayperformanceof this constellationis similar to that of Teledesic(Figure6.6) in termsof the
lower bound,but the Iridium constellationexhibits highervariability due to the sparsersatellite
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Figure6.6: Scatterplot of theone-way delayexperiencedby 10,000differentpingsbetweenran-
domlocationson theEarth’s surface,whenglobalmin-hopshortestpathroutingis used(Teledesic
constellationconfiguration).

coverage.
Anotherway to observe thedelayvariability is to examineplotsof a singlesessionover

a long periodof time. Figure6.8 plotsend-to-enddelayperformancebetweena terminallocated
in New York andonein SanFranciscoover thecourseof oneday. The datapointsarethe delay
experiencedby apacketsentevery60seconds.Theend-to-enddelayvariesoverarangeof roughly
23-60ms. Over an 11,000secondtimespanbeginning at time 57,600,the delayis noticeablyin-
creased.Even thoughthe Teledesicconstellationthat we have consideredusescross-seamISLs,
therearecertaininstancesin themid-latitudeswherethey cannotbeeasilymaintained;wewill dis-
cussthisphenomenonin greaterdetailin Section6.5. At a smallertimescale(Figure6.9),it canbe
seenthatthedelaychangesslowly asthesatellitesmovewith respectto oneanother, while handoffs
somewherealongtheroutecauseastepchangein thedelayof upto 8 ms.Suchchangesmaycause
packet reorderingwithin the network. Although we did not experimentwith the performanceof
TCPconnectionsoversuchpaths,first-ordercalculationssuggestthattheamountof packet reorder-
ing dueto thesedelaychangesshouldnot triggerfalsefastTCPretransmissionsfor low to modest
transmissionrates.1

A similar plot betweenthe sametwo terminalsfor the Iridium constellationis morein-
teresting(Figure6.10). SinceIridium doesnot employ cross-seamISLs, whenever the seamlies
betweenthetwo endpoints(whichhappenstwice daily), thepacketsmustberoutedover thepoles,
causinga large increasein delay. Moreover, if a sessionis active acrossthis seamat the critical
handoff, the stepincreaseor decreasein latency will be around60 ms, which cancausea large�

For a1 Mb/ssessionwith 500bytepackets,a8 msdelaydecreasecouldcauseat most2 packetsto bereordered.
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Figure6.7: Scatterplot of thedelayexperiencedby 10,000differentpings,whenglobalmin-delay
shortestpathroutingis used(Iridium constellation).

amountof packet reordering.This kind of delayvariability is inherentin a constellationthatdoes
notusecross-seamISLs,andin thecaseof Iridium, thestepchangecanbeaslargeas90ms.Even
without the increaseddelayat thecounter-rotatingseam(presumingthatcross-seamISLs arepos-
siblein sucha constellation),Iridium exhibitsmuchmoredelayvariability thanTeledesic,with the
delayvaryingfrom 20to 75msin muchlargerdiscretesteps.Thisis adirectconsequenceof having
fewer satellitesin theconstellation,sinceevery routingchangethatresultsin a differentnumberof
satellitehopsalsochangesthepathlengthby asignificantamount.For example,in Figure6.10,the
clusterof pointsaround20msis dueto thepathonly traversingtwo satellitehops,while thecluster
of pointsaround80msresultsfrom certaininstancesin timewhenfivesatellitehopsarerequired.
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Figure6.8: DelayvariationbetweenNew York andSanFranciscoover thecourseof oneday, for
theTeledesicconstellation.
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Figure6.9: A view of thepreviousplot at a smallertimescale.End-to-enddelaysarecharacterized
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Figure6.10: DelayvariationbetweenNew York andSanFranciscoover thecourseof oneday, for
theIridium constellationwithoutcross-seamISLs.
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Figure6.11:Averageandmaximumdelaydifferencebetweenmin-hopandmin-delayshortestpath
routing,asa functionof thegreat-circledistancebetweenterminals(Teledesicconstellation).
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Figure6.12:Averageandmaximumdelaydifferencebetweenmin-hopandmin-delayshortestpath
routing,asa functionof thegreat-circledistancebetweenterminals(Iridium constellation).

6.3.2 Routing CostMetrics

In globalshortestpathcomputations,delayandhopcountaretwo commonlyminimized
metrics.In thesatellitemesh,aminimizationof hopcount,while potentiallysimpler, is suboptimal
becausethelinkshavedifferentpropagationdelays(shorternearthepoles).Tostudythedegradation
incurredby usinghopcountsinsteadof delayasthecostmetric,weransimulationsfor two identical
setsof source-destinationpairs(again,10,000pingswith the endpointsselectedat random),with
thesimulatorconfiguredto computeglobalshortestpathsbasedon link propagationdelays(min-
delay)on onehand,andhop counts(min-hop)on theother. We thencalculatedthedifferencein
delayexperiencedfor eachping. Figure6.11plots,asa functionof the numberof satellitehops,
theaverageandmaximumdelaydegradationfrom usingmin-hopinsteadof min-delayroutingfor
aTeledesic-like constellation,while Figure6.12plotsthesevaluesfor anIridium-like constellation,
againassumingthepresenceof cross-seamISLs. Theerrorbarsaroundtheaveragevaluesrepresent
onestandarddeviation.

Although on averagethe penaltyfor usinghop countasthe routing metric is generally
below 10 ms, the maximumdifferencecanbe quite high. Theseoutliersweredue to particular
configurationsin theconstellationwheretherewerea multiplicity of minimumhoppathsthrough
the mesh,someof which usedmore(shortdelay) links in the low latitudes,andsomeof which
usedmore(longerdelay)links in thehigh latitudes.In theseoutlier cases,theminimumhoppath
thatwasfoundfirst wasonethat includeda lot of low latitudesatellites.Figure6.13illustratesan
example(usingtheTeledesicconstellation)of how two routeswith thesamenumberof hopscan
have very differentend-to-enddelays.Anotherinterestingfeatureof thedatais that themaximum
andaveragedelaydifferencedecreasesfor thevery largestdistances.Furthermore,thedifference
betweenmin-hopandmin-delaypathsin theIridium systemarenotaslarge,becausetherearefewer
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Figure6.13:An exampleof how min-hoproutingcanoccasionallyselectaroutewith amuchlarger
delaythanthat of min-delayrouting. Both routescontaineight satellitehops,but onerouteuses
hopsin thehigherlatitudeswhich incurmuchlesspropagationdelay.

satellitesandhence,fewer candidatepathsto choosefrom.

6.4 GeographicAddressingand Cellular Geometry

Theresultspresentedin theprevioussectionillustratethedelayperformanceof theLEO
constellationsusinganomniscient,centralizedroutingagent,runningshortest-pathalgorithms,that
immediatelyupdateseachnode’s forwardingtableupona topologychange.As such,theseresults
essentiallyboundtheachievabledelayperformancein theseconstellations.However, sucha cen-
tralizedroutingsystemcarrieswith it acost;namely, ahighamountof traffic for routingupdateson
thegroundto satellitelinks of thesystem.In theremainderof this chapter, we explorewhatkinds
of routing algorithmsare possibleif we try to capitalizeon the predictableand (nearly) regular
topologyof LEO networks. In this section,we first introducegeographic addressing asa potential
techniqueto achieve betterroutingscalability. We concludeby evaluatingalternativesfor cellular
geometrieson the Earth’s surface. In the remainingsectionswe will thenexplore two particular
routingdesignsbasedongeographicaddressingandthecellulargeometrythatweselect.

6.4.1 GeographicAddressingand Mobility

Geographic-basedaddressing(i.e., including somerepresentationof a terminal’s geo-
graphiclocationaspartof its address)is a naturaladdressinghierarchyfor a LEO satellitesystem
becauseterminalsthatarelocatedcloseto oneanotherarelikely to have their packetsroutedin a
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(a)Rectangularmapprojection (b) Regulartessalationof octahedron
(from theXeroxPARC MapViewer) (from [35])

Figure6.14:Alternativesfor dividing theEarth’s surfaceinto cells.

similarway. Weconsiderthepossibilitythateachterminalis assignedauniqueaddressthatconsists
of a portion(for conceptualpurposes,a “prefix”) thatrepresentsthecurrentgeographiclocationof
the terminal,anda portion that is globally uniqueto the terminal. The geographicportion of the
addresscanbe dynamicallychanged.The uniqueportion of the addressis staticandcanbe, for
example,anIP address.

If a terminal changesits geographiclocation, the prefix can be dynamicallyupdated.
Determinationof a changein geographicprefix can be relatively straightforward– if the change
is semi-permanent,a postalcodeor GPScoordinatemay be usedto determinethe new prefix.
Alternatively, satellitescould be configuredto broadcaston a beacona list of legal prefixesfor a
given spotbeam,anda terminalcould pick from amongthe set if its prefix wasno longervalid.
However, simply updatingtheaddressis not sufficient; sometypeof mobility mechanismmustbe
implementedatthenetwork layerfor othernetwork nodesto communicatewith themobileterminal,
This couldbeembeddedin thesatellitenodesthemselvessimilar to themobileIP solution[95], or
could be implementedin a mobility databaseupdatedby the mobile terminalsthemselves. The
exacthandlingof terminalmobility is notcentralto ourresearch;wemerelypointout thatpotential
solutionsexist andcouldbethesubjectof futureresearch.

6.4.2 Cellular Geometry

If we chooseto representa terminal’s geographiclocationby a finite setof addressbits,
weareimplicitly requiringsomekind of cellularstructureontheEarth’ssurface.Therearenostrict
requirementson thecell size; i.e., theredoesnot have to bea precisematchbetweenthecell size
usedfor addressingand the radiationfootprintsof the satellites. Large cells have the benefitof
requiringfewerbits to representtheaddressand,to theextentthataggregationis successful,require
fewer routing table entries. However, larger cells are lessflexible in composingfootprint-sized
regionsin anEarth-fixedcell system,becausethegranularityof wherethefootprintboundariescan
occurbecomestoo coarse.Furthermore,cellsat theperimeterof a footprint areamayhave some
of theterminalsservedby neighboringsatellites.Thismeansthatterminalsin suchcellscannotbe
aggregatedandmustbe individually representedin multiple satellites’routing tables. We do not
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Figure6.15:A cellulargeometryconsistingof roughlyequal-sizedtrapezoidalcells[118].

explorethesetradeoffs in detailbecausethey arelargely system-dependent.Instead,we focusedon
cell sizesthatcorrespondroughlyto the“supercell”sizesin theoriginalTeledesicproposal(roughly
160by 160km).

We consideredthreealternativesfor a cellulargeometry. Thefirst, a regularsquaregrid
superimposedonarectangularmapprojection(Figure6.14a),lendsitself to aneasyconventionfor
addressingcells;in particular, cellscanbenumberedin suchamannerthatsimplebinaryarithmetic
operationscanbeusedto computeroughdistanceestimatesbetweenthetwo cells. It hasthedraw-
back,however, of non-uniformcell sizesandseveredistancedistortionathighlatitudes.Thesecond
technique,a tesselationof a regularpolyhedron(Figure6.14b)suchashasbeendevelopedby GIS
researchers[35], exhibitsmuchlessdistortionbecausethemappingis largely invariantto theposi-
tion ontheglobe.However, it is difficult to numbertheresultingcellsin suchamannerthatdistance
computationsbetweencellsarestraightforwardandgeographicallycontiguouscellscanhave their
addressesaggregated(in particular, sucha tesselationdoesnot lend itself easilyto mapppingonto
a lattice).A third techniqueis to useacellulargeometryasdescribedby RestrepoandMaral [118].
ThisapproachdividestheEarth’s surfaceinto anumberof roughlyequal-sizedtrapezoidalregions,
asshown in Figure6.15,andhasthebenefitof beingeasilynumberedin two dimensionswithout
suffering from the distortionsof a rectangularmapprojection. First, the surfaceis divided into a
numberof latitudinalbandsof uniform height. Second,eachlatitudinalbandis subdivided into a
numberof trapezoidal(almostsquare)cells. Fewer cellscanbefit into latitudinalbandsat higher
latitudes,but aslongastheconstraintof anintegernumberof cellsis satisfied,thecellsatdifferent
latitudebandsareroughlythesamesize.Thecell structureis terminatedat eachpolewith a polar
cap.If wedefine128latitudebands(includingtwo polarcaps)andamaximumof 256cellsin each
band,we obtaincells that areroughly the samesizeasthe ”supercells”in the original Teledesic
proposal[18]. We selectedthethird techniquebecauseit is well suitedto a cell numberingscheme
thatwe considerbelow in Section6.6. In theremainingsections,our descriptionsof anunderlying
cellulargeometrywill referto this third technique.
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6.5 Designand Evaluation of a Distributed Routing Protocol

In thesimulationresultspresentedin Section6.3, all satellitenodeshadaccessto com-
pletetopologyinformationsothat they couldgenerateexplicit shortestpathrouteson demand.In
practice,eitherthis topologyinformationmustbepresentatall nodes,or it mustbepresentatsome
centralizedcontrolstationthatperiodicallyuploadscompleteforwardingtablesto eachsatellite,or
approximationscanbemade.In thissection,weexploreonesuchapproximationthathasbeenpre-
viously proposedin the literature:whethera geographic-basedaddressingschememaybeusedin
adistributedroutingsystemby allowing localpacket forwardingdecisionsto bebasedon reducing
somedistancemeasureto thedestination.

6.5.1 Overview

Performingpacket routing by usinggeographicinformationembeddedin the addresses
is basedon thehypothesisthat, in a LEO systemwith a regularmeshtopology, a seriesof locally
optimal forwardingdecisions(namely, routing to the neighboringsatellitethat most reducesthe
distanceto the destination)will yield a route that is closeto optimal when comparedwith the
globallyoptimalroute.Eachforwardingdecisionis basedonreducingsomemeasureof thedistance
to thedestination:asatellitewith apacketto routefirstdeterminesits distanceto thedestination,and
thendeterminesthedistancefrom eachof its immediateneighboringsatellitesto thedestination.It
is assumedthatlocationinformationfor asatelliteandits immediateneighborsis readilyavailable,
andthatdistancescaneitherbecomputedon-demandvia binaryarithmeticor lookedup in a table.
A satellitethenroutesa packet to the neighboringsatellitethat most reducesthe distanceto the
destination.Althoughthis routingstrategy hasbeenpreviouslyproposedin theliterature[124, 55],
it hasnotbeenworkedoutfully.2 In thissection,wedescribeoureffortsto baseadistributedrouting
protocolon thisstrategy, andthechallengesthatweencounteredin doingso.

Oneconceptthathasappearedin theliteratureis thatof definingsatellite“virtual nodes”
to simplify routing [84]. The key ideais to adda level of indirectionto the systemby assigning
fixed portionsof the Earth’s surfacea logical address.Then,by using the Earth-fixed cell tech-
niquedescribedabove in Section2.2.1,a satelliteembodiesthevirtual nodeabove this fixedEarth
footprint for the durationof time that it is servingthat footprint. Carriedto the extreme,a static
logicalnetwork canbedefinedasexemplifiedby Figure6.16,andnodynamicroutingneedbeper-
formed. However, this extremecaseimplies a one-to-onemappingbetweenterminalsin a given
cell andthe currentsatelliteservingthe cell, which will leadto a decreasein systemavailability
for the following reasons.First, terminalsat the very edgesof thesefixed footprintsmay often
find thatthey couldreceive bettercoveragefrom thesatelliteservingtheneighboringfootprint than
from the satelliteto which they areforcedto connect.Second,therewill be occasionswhenthe
satelliteservinga fixed footprint will be in thesameline of sightasthesunandcommunications
are impossible(this is known asa “sun outage”). Unlessneighboringsatellitescan train a spot
beamonthis locationfor thisperiodof time,thesystemwill becomeunavailable.Third, sinceuser
densityis highly non-uniformaroundtheglobe,it will beadvantageousfor neighboringsatellites
to trainadditionalspotbeamson regionsof highdensity(althoughwedonot considersuchsystem�

We know of onecurrent,commercial,packet radio network (Ricochet)that usesgeographicinformationto route
packetsfrom poletopradiosto a gateway station;however, the network topologyover which this is usedis static,and
routingaroundcongestednodesis notperformed.
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Figure6.16: A logical network topology:fixedzoneson theEarth’s surfaceareassigneda logical
address,andasatelliteservingaparticularzoneembodiesthelogicalnodeservingthatregion(from
[84]).

optimizationsherein). Oncetheone-to-onecorrespondencebetweenterminalandsatellitevirtual
nodeis broken,sometypeof dynamicroutingbecomesnecessary. Nevertheless,thesatellitevirtual
nodeconceptis usefulif onerelaxestheconstraintthatthefootprintsbefixedontheEarth’ssurface.
If a satellitefootprint canbedecomposedinto multiple smallercells, then“semi-fixed” footprints
(fixedfor somefinite amountof timebeforeahandoff is needed)canbecomposedof thesesmaller
cells suchthat systemavailability is maximized(i.e., the boundariesof the Earth-fixed footprints
candynamicallychangeasneeded).

As we discussin the next section(Section6.6), a routingarchitecturebasedon central-
izedroutingmaybepreferredto onebasedon distributedroutingfor several reasons.If, however,
geographic-basedrouting were to be simpleand robust enoughto be easily deployed in a LEO
system,thenit would have certainadvantagesover centralizedrouting;namely, a reductionin the
amountof messageoverheadbetweenthe groundandsatellites,andsmallerrouting tables. We
thereforewereseekingto explore this routing conceptfurther by designinga robust, distributed
routingprotocolsimpleenoughto beanattractive optionwhencomparedwith centralizedrouting.

6.5.2 Construction of a Distributed Routing Protocol

In this section,we describeour constructionof a distributed routing protocolbasedon
the above hypothesisandevaluateits performance.We first describethe basictechniqueandour
performancemetrics.Conceptually, thedistributedgeographicroutingprotocolis straightforward,
but in applying the conceptto real constellationswe requiredcertainenhancementsfor correct
performance.We describetheseenhancements,which include supplementingthe protocolwith
locally-scopedshortestpathinformationarounddestinationsandspecialhandlingof packetsin the
high latitudes.Finally, wediscusstheperformanceof thisoverall routingstrategy.

We implementedthe basicprotocol in the ns simulator. Specifically, we assumedthat
eachsatelliteknew thecell thatcontainedits nadirpoint,andthecorrespondingnadir-pointingcells
of all of its neighboringsatellitesto which it hadactive ISLs. Whena satellitereceived a packet
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for a destinationterminalthatit did not serve, it computedthegreat-circledistancefrom thecenter
of its cell to the centerof the destinationcell, andlikewise computedthe distancefrom all of its
neighboringsatellitesto thedestination.If oneor moreneighboringsatelliteshadasmallerdistance
to thedestination,thesatelliteforwardedthepacket to thesatellitethatmostreducedthedistanceto
thedestination;otherwise,thepacket wasdropped.

Weevaluatedtheroutingprotocolperformanceusingthefollowing approach:we repeat-
edly picked two pointson theglobeat random,andtried to routetwo packetsbetweenthem. The
first packet wasroutedusinga global shortest-pathalgorithmbasedon minimizationof theprop-
agationdelayof the route. The secondpacket was routedvia the distributed protocolbasedon
geographic-basedpacket forwarding. We wereinterestedin two performancemetrics: the robust-
ness, asmeasuredby the ability to avoid routing “dead-ends”(andhencepacket drops),andthe
delay degradation of thegeographically-based routeascomparedwith theoptimalroute.Wethere-
forecalculatedthedelayexperiencedby bothpacketsif theroutingwassuccessfulfor bothpackets,
andnotedany routing failuresfor packetsusingthedistributedrouting failure (thepacketsrouted
by usingglobally-optimalshortestpathswerenever dropped).We choseto simulatea largesetof
randompointsratherthanuseanexhaustive combinatorialsearchbecausethelatterwouldhave re-
quirecheckingfor successfulroutingfrom eachcell to everyothercell (an

��� �	��
 operation,where� is on theorderof 20,000)at eachpoint in time (or a setof discretepointsin time for which the
topologyis assumedstaticfor a certaintime interval). Unfortunately, this discretizedstatespace
is very large for commerciallyproposedtopologies,andthe exhaustive searchis computationally
infeasible.Nevertheless,asweshow below, usingalargenumberof randomtrialswassufficient for
evaluationpurposesbecauseit exposedanumberof weaknessesin theapproach.

Regardlessof thedelayperformance,a fundamentalrequirementof our protocolwasro-
bustness,or the avoidanceof droppedpackets due to routing dead-ends.As we describein the
following threesubsections,we encountereda numberof difficulties in achieving this robustness.
First, in a polar-orbiting constellation,geographicroutingfrequentlybreaksdown very neara des-
tination. Second,in the polar regions, the regular meshtopology is disrupted,againleadingto
dead-ends.Finally, at the counter-rotating planes,the geometryof the orbits causesa large tear
in the meshtopology. The next threesubsectionsdescribeour efforts to engineeraroundthese
problems.

Locally ScopedShortestPath

In a perfectly regular meshtopology in which destinationterminalswere always con-
nectedto theclosestsatellite,geographic-basedpacket forwardingwouldneverresultin adead-end.
However, sinceLEO satellitestypically have overlappingfootprints(sincecoverageredundancy is
inherentin polar-orbiting constellations),the geographicforwardingmay breakdown, ascanbe
seenby the exampleshown in Figure6.17. In the figure, a packet routedfrom � (connectedto
satellite 
 ) to � (servedby satellite � ) proceedsvia geographicroutingto satellite� . At this point,
however, satellite � cannotroutethepacket to any of its neighboringsatelliteswithout increasing
the distanceto the destination.By forwardingto a satellitethat increasesthedistanceto the des-
tination,we openthe possibility for a routing loop to be formed,andalthoughtechniquescanbe
usedto preventpacketsfrom beingforwardedbackto a previously visitednode(suchasencoding
the historyof the traversedroutein the packet header),we still cannotguaranteethat a packet so
forwardedwill eventuallyfind theright egressnode.
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Figure6.17:Hybrid routingstrategy basedongeographicpacket forwardingfor distantdestinations
andlocally-scopedshortestpathrouting for local destinations.The figure denotesa subgraphof
the satellitemeshanda hypotheticalpacket trace. A packet sourcedat � is forwardedbasedon
geographicinformationto thesatellitenumbered� . Satellitesuseshortest-pathroutinginformation
to completetheroutingto destination� , which is servedby satellite� .

Our solutionwasto usea locally-scopedshortestpathalgorithmto completethepacket
forwardingprocesscloseto the destination.We implementeda basiclink-stateroutingalgorithm
suchasis describedin [109]. Insteadof floodingeachlink statepacket (LSP)to every node,how-
ever, wefloodedanLSPonly asfarastheroutingradiusfor agivensatellite.Theroutingradiuswas
determinedsuchthatit coveredeverypossiblesatellitethatcouldpotentiallyserve thedestination–
typically two hopswassufficient for theIridium constellation,andtwo or threefor Teledesic.The
floodingprotocolmakesuseof packet numbersto suppresstransmissionof duplicates.Eachsatel-
lite thereforehadamapof asubgraphcenteredon itself. Whencomputingroutes,thesatelliteused
only thoseLSPsfor which it hadrecords,andcomputedroutesonly asfarasits own routingradius.
In otherwords,evenif a satellitehadtheLSPsavailableto computeroutesto a destinationfurther
awaythanits routingradius,it did notdoso(becauseeachsatelliteis only ableto guaranteehaving
currentLSPsfrom a numberof hopsaway equalto theroutingradius).Theroutingradiuscanbe
controlledby a TTL field in theroutingprotocolheader. As anexample,Figure6.17illustratesthe
casefor which the routingradiusis two hops,andthedashedboundaryaroundsatellite � denotes
thoselinks andnodesthat areusedin satellite � ’s routing computations.The protocol therefore
requiresa hybrid approachthat usesgeographic-basedpacket forwarding to get a packet in the
vicinity of a destination,andshortestpathrouting to finish the final few hopsto the destination.
Suchasolutionis alsorecognizedby MaugerandRosenberg [84], in thattheauthorsproposeto re-
solve theinherentlast-hopambiguityaroundadestinationby floodingthisconnectivity information



109

with neighboringsatellites.However, they do not discusshow to make useof this informationin a
routingalgorithmor how far to propagatethis informationaroundthedestination.Wewouldprefer
to avoid apurefloodingapproachbecauseof thebandwidththatit would require.

Let usdiscusstherobustnessandcomplexity of this approach.In general,routing loops
can form whenever nodesmake routing decisionsbasedon inconsistentinformation. Transient
loopsarepossiblein any dynamictopology, but we canstill strive for a protocolthatconvergesto
correctroutesin finite time afterany topologychange.In our case,sinceall routing information
is locally-scoped,eachnodehasa slightly differentview of thenetwork topology, which canlead
to the following problems.First, if differentnodeshave differentroutingradii, it maybepossible
for stalerouting informationto persist.For example,considersatellite � with a routing radiusof
two hopsandsatellite � with a radiusof threehops,andassumethatsatellite � is initially within
two hopsof satellite � . If the topologychangesandsatellite � movesto threehopsaway from
satellite � , satellite � ’s LSPswill no longerreachsatellite � . However, satellite � canstill route
to (andthrough)satellite � basedon satellite � ’s LSP becausesatellite � is within satellite � ’s
routingradius.Second,wemustpreventtheoccurrenceof routingloopsthatcouldform if apacket
entersa locally-scopedroutingradiusof a destinationandis somehow subsequentlyforwardedto
a satelliteoutsidethe routing radius. Third, it is well known that if differentnodesusedifferent
routingmetrics(suchasdynamicallyadaptingto congestionbasedon local information),loopsare
possible.This last problemis a generaldynamicroutingproblemandcanbe avoidedby making
surethatall nodesusethesameroutingmetricandhave up-to-datelink costs.

The key to avoiding suchrouting loops is for eachnode,whenconstructinga path, to
considertheroutingradii of all of thenodesalongthepath,andto ensurethatstaleroutinginforma-
tion is successfullypurgedfrom eachnode.Thefirst goalcanberealizedby requiringsatellitesto
advertisetheir own routingradiusin their LSPs.Furthermore,we modifiedtheshortestpathalgo-
rithm to constructcompletepathsto thedestinationandto checkwhetherthesatelliteconstructing
sucha pathis within theroutingradiusof all nodesin thepath. For example,considersatellite �
usingits gatheredrouting informationto constructa (shortest)pathto � throughsatellites� and�

( ������� � ��� ). Threeconstraintsmustbesatisfiedfor satellite� to considerthis a legal
route:

1. Satellite� musthave a routingradiusof at leastthreehops.

2. Satellite
�

musthave a routingradiusof at leasttwo hops.

3. Satellite� musthave a routingradiusof at leastonehop(trivial).

If theseconstraintsaresatisfied,thensatellite � canbesure(asidefrom thepossibilityof transient
loopsdueto topologychanges)thatif � forwardsapacket for � through� , thatit will not receive
thepacketagain.This is because,for adownstreamnodeto forwardthepacket backto � , thatnode
musthave madea calculationthat � lieson its shortestpathto � , which is acontradictionbecause
if so, � would have originally pickedtheremainderof this pathto � to begin with. Notethat this
approachalsoprecludesthe troublesomepossibility identifiedabove that a packet may leave the
shortest-pathrouting radiusonceit enters.Furthermore,we do not guaranteethat the actualpath
followedwill matchexactly thepathpredictedby anupstreamnode,but if theactualpathdoesin
factchangedownstream,it will dosoonly in amannerthatdoesnot increasethetotal pathcost.
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Figure6.18:View of theIridium topologyabove theNorth pole. Satellitesclosestto thepolehave
interplaneISLs turnedoff. The“polar region” is boundedby thesetof satellitesclosestto thepole
thathave all of their interplaneISLsactive.

With this approach,we still mustmake surestaleinformationis purgedfrom thesystem.
LSPupdateswill naturallypurgestaleinformation,exceptif anodedynamicallydecreasesits rout-
ing radius.In this case,thenodeneedsto make surethatits old LSPsareexpungedfrom all nodes
at theperipheryof its routingradius.

As for complexity, althoughthisapproachrequiresimplementationof ashortest-pathpro-
tocol,theprocessingandmemoryoverheadis significantlyreducedby scopingtheLSPpropagation
(andhence,thestateinformation)to a small region aroundeachsatellite.Themodificationsto the
shortestpathalgorithmdiscussedabove donotsignificantlyincreaseits complexity.

Geographicforwardingbearssomeresemblanceto theLandmarkroutinghierarchy[133]
in that packetsat locationsfar away from a destinationareroutedin the generaldirectionof the
destination,but unlike the Landmarkhierarchy, thereare no nodesfor which every nodekeeps
preciserouting information. In fact, this geographic-basedrouting strategy is not hierarchicalin
thetraditionalsensebut is insteada hybridapproachbetweenshortestpathroutingandgeographic
forwarding.Anotherhybrid routingprotocol,theZoneRoutingProtocolfor ad-hocnetworks[53],
alsomakesuseof routingzonesaroundeachnodefor local traffic, but routesfor distantdestinations
arequeriedondemand,ratherthanobtainedby usinggeographicinformation.

Routing in Polar Regions

As statedabove, theroutingradiusis definedasincludingall thosesatellitesthatcanbe
observedabove theelevationmaskof aterminal.In addition,theradiusmustbeextendedwhenever
therearebreaksin the topology. In the high latitudes,the interplaneISLs mustbe deactivated,



111

Figure6.19: Illustrationof theintersectionof counter-rotatingplanes.

andfor a packet to reacha satellitethat hasits interplaneISLs deactivated,the packet mustfirst
be routedto a satellitein the sameplanebut at a lower latitude. As a result, geographic-based
packet forwardingcanbreakdown several hopsaway from theeventualdestination.This implies
thatweshouldincreasetheroutingradiussuchthatall satellitesin thepolarregioncanobtainLSPs
for all othersatellitesin the polar region. However, sucha radiusis sufficiently large (five or six
hopsin our simulations)that it would spill over significantly into the lower latitudes,increasing
theamountof routingstaterequiredon eachsatellite(theamountof routingstaterequiredgrows
roughlyquadraticallywith eachhop). To compensatefor this,wedevelopeda specialroutingzone
for thepolarregionsthatspecificallylimited thescopeof polar-arearoutinginformationto thepolar
region.

Thekey is to properlydefineanddynamicallyidentify thepolarregion. Figure6.18illus-
tratesaview of thepolarregionfrom directlyabovetherotationaxisof theEarth,in whichsatellites
nearthepolesdonothave their interplaneISLsturnedon,while satellitesat lower latitudesdohave
interplaneISLs. TheIridium topology, with anorbitalinclinationof 86.4degrees,is plotted.Wede-
fine thepolarregionasincludingall satellitesthathave oneor moreinterplaneISLs turnedoff (the
POLARsatellites),aswell asall satellitesthatborderthePOLARsatellites(thePOLAR BORDER
satellites).If we definea third state(LOW LATITUDE) that includesall othersatellites,it is easy
for eachsatelliteto determinewhich stateit is in by simply examiningthestateinformationof its
neighboringintraplanesatellites.Satellitescanpropagatestateinformationto theirneighborsusing
thesameprotocolasfor propagatingLSPs(sincestatechangesaregenerallycoincidentwith link
statechangesanyways). The key, then, is to extendthe scopeof LSP propagationof a satellite
to theentirepolar region in additionto thenormalrouting radius. Any packetsdirectedtoward a
destinationin thepolarregion will eventuallyfind a satellitein this polarregion, andthenshortest
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Figure6.20:An illustrationof how deviationsfrom purepolarorbitscausethelatitudeatwhich the
counter-rotatingplanesintersectto degrade.This plot assumesa 
���� degreeplaneseparationsuch
asusedin theTeledesicdesign.

pathroutingcantake over. Basically, LSPsthat mustbefloodedto theentirepolar region canbe
indicatedby a bit in theheader. Satellitesexpungethis extra stateinformationwhenthey leave the
polarregion,andannouncetheirdepartureto theremainderof thepolarregionsotheirLSPscanbe
expungedfrom therestof thepolarsatellites.

Wealsousedthisstateinformationto “tunnel” packetsto outsideof theroutingradius.If a
packet is sourcedby aterminalconnectedto aPOLARsatellite,andthepacketdestinationis outside
of thepolar region, thenthepacket will ultimatelyberoutedto oneof thetwo POLAR BORDER
satellitesin thesameorbital plane. Therefore,thesatelliteshouldusethe locationinformationof
thetwo POLAR BORDERsatellitesin computingtheforwardingdirection,insteadof thelocation
of the immediatelyneighboringsatellites.This locationinformationcanbeeasilyprovided to the
POLARsatellitesfor suchcomputations.

Although constructinga specialpolar routing radiusincreasesthe amountof statekept
by satellitesat higherlatitudes,andaccountsfor a increasedmessageoverheadin thatregion, this
increaseisoffsetby thefactthatthenormaltraffic densityin thepolarregionis likely to beextremely
light. In theTeledesicconstellation,thepolarregionscontainedapproximately100satellites(50 in
eachregion),while theIridium polarregionscontainedroughly36of the66satellites.

Problemsat the Seams

Althoughhandlingthepolarregionsandtheregionsaroundthedestinationsrequiredad-
ditional protocol, we were able to eliminaterouting dead-endsin our experiments. However, a
third problempresentedmoreof a challenge.As mentionedabove, thecounter-rotatingplanesin
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Figure6.21: Averageandmaximumdelaydifferencebetweenusinggeographicforwardingand
minimum-hopshortestpathroutingasa functionof terminalseparation(Teledesicconstellation).
Errorbarsdenoteonesamplestandarddeviation from thesamplemean.

a polarconstellationform a “seam.” It is possibleto establishISLs acrossthis seam,althoughthe
link acquisitionandsynchronizationassociatedwith theseISLs aremuchmoredifficult thanwith
interplaneISLs. However, the meshis distortedin this region. First, asdiscussedabove, thereis
only oneISL per satelliteacrossthe seam,sincethe secondISL will be usedto acquirethe next
satellitebeforehandover occurs. Thereforethereis a paucityof links availablein this region. A
moresignificantproblem,however, is that the (non-polar)inclination angleof the orbital planes
causesthe two counter-rotatingplanesto intersectat a muchlower latitudethanthe otherplanes.
This effect is clearlyvisible in Figure6.19for Teledesic(which plansan inclinationangleof 84.7
degrees),wherethetwo planesintersectata latitudeof approximately54degrees.If welet � denote
theinclinationangleof theorbitalplanes,and � denotethespacingbetweenplanes,thenthelatitude
atwhich thecross-seamplanesintersectis givenby ��� �"!#�%$'&)(#*+$	&,��-�.0/'12!#�%$�&3�4/5/ . This relationshipis
plottedin Figure6.20for an interplaneseparationof 15 degrees,asis plannedfor Teledesic.As a
result,thecross-seamISLs mustbeswitchedoff at a relatively low latitude(actually, probablyno
higherthan45 degrees),which causesa tearin the ISL connectionmesh. Regardlessof whether
geographicforwardingis usedor not, this appearsto bea drawbackto usinganorbital inclination
anglethatdeviatessignificantlyfrom 90 degrees.However, launchingsatellitesinto a purelypolar
orbital planeis consideredto be prohibitively expensive, andtheseinclination anglesmay be the
bestthatareeconomicallyfeasible.

Althoughwetriedvarioustechniques(all basedondistributedprotocols)to tunnelaround
this tearin thetopology, wewerenotsuccessfulin findingonethatwasreasonablysimpleto imple-
ment. Evenwhenwe constructedtunnelsaroundthesetearsin thetopology, we couldalwaysfind
casesfor which thehybrid routingprotocolfacedadead-end.Thesedead-endsarelikely to persist,
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Figure6.22: Averageandmaximumdelaydifferencebetweenusinggeographicforwardingand
minimum-delayshortestpathroutingasa functionof terminalseparation(Teledesicconstellation).
Errorbarsdenoteonesamplestandarddeviation from thesamplemean.

at leastintermittently, for aslong astheseamseparatesthetwo endpoints(which couldbehours).
We notealsothat similar dead-endsarelikely to occurwhenthereareothertearsin the topology
dueto satellitefailures,which wedid not investigate.In summary, wewerenotsuccessfulin guar-
anteeingtherobustnessof ageographic-basedroutingin thepresenceof acounter-rotatingseamfor
theTeledesicandIridium constellationtopologies.The solutionto this routingproblemseemsto
requireassistancefrom acentralizedroutingsystem,perhapsin theform of judiciousinstallationof
(severalhop)packet tunnelsacrosstheseam.

6.5.3 Performance

Despitethe routing breakdowns dueto the counter-rotatingplanes,we did find that, on
average,the delayperformanceof our hybrid protocolwascomparableto that of min-hopshort-
estpath.Figure6.21plotstheaverageandmaximumdelaydifferencesbetweengeographic-based
forwarding and min-hopshortestpath routing for the Teledesicconstellation. Figure6.22 plots
theaverageandmaximumdelaydifferencesbetweengeographic-basedforwardingandmin-delay
shortestpathroutingfor theTeledesicconstellation.Thedataisdrawn fromanexperimentof 10,000
randomterminallocations.Threecaseswererunwith thesamesetof terminals:thehybrid routing
protocoldescribedabove(whichusedlocally-scopedmin-hoprouting)globalmin-hopshortestpath
routing,andglobalmin-delayshortestpathrouting. We thentook theresultsfrom thehybrid pro-
tocolandcomputedthedelaydifference,point-by-point,betweenthatprotocolandeachof thetwo
shortestpathprotocols.We have collatedthedatapointsinto 1000km binsbeforeperformingthe
averages(e.g.,point number1 on the 6 axis lists theresultsfor distancesbetween1000and2000
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km). Eachsatelliteuseda routing radiusof 2 hopswhile below 45 degreeslatitude,and3 hops
while above (to reducetheoccurrenceof routingdead-ends).Themainpointsto considerarethose
above5000km, for thosearetheonesfor whichapacketmusttraverseoneor moregeographicfor-
wardinghopsbeforehitting theshortestpathroutingradius.In additionto theaverages,wetracked
themaximumdelaydifference(penalty)from usingthegeographic-basedprotocol,ascomparedto
thedelaysobservedby min-delayrouting.

Wenotefrom thefiguresthat,onaverage,thegeographicroutingis comparable(nomore
thanabout3 msworse)to min-hopshortestpath,but is roughly5-10msworsethanmin-delayshort-
estpathrouting. Suchan increasein averagedelaywould probablynot be consideredsignificant
to LEO network users.However, themaximumdelaydifferencescanbevery large(up to 55 ms),
andarefrom asmallsetof outliers.Thesepointsoccurnearthepoleswhenthegeographicrouting
initially bringsthepacket closeto thedestinationin termsof distance,but faraway from it in terms
of topology, andit consequentlymustberoutedbacktowardstheparticularorbitalplanecontaining
thesatelliteservingthedestination.

6.5.4 Summary

In this section,we have studiedwhetherusinggeographic-basedaddressescanenablea
simpledistributedroutingprotocolbasedonreducingthegeographicdistanceto apacket’s destina-
tion. Althoughthedelayperformanceof thehybridroutingprotocolthatwedesignedwasadequate,
therobustnessin termsof avoidanceof routingfailureswasnot. Weencounteredanumberof diffi-
cultiesin makingthethisroutingapproachrobust: i) theredundancy in coveragearoundaterminal’s
destinationrequiressomeform of locally-scopedroutinginformation,ii) theregularmeshstructure
is disruptedin thepolarregions,requiringaspecialprotocolto efficiently handletheroutingin that
area,andiii) thecounter-rotatingplanesin polar-orbiting constellationsintersectat a low latitude,
preventingtheestablishmentof cross-seamISLs in a largeregion andtherebycausinga tearin the
topology. Becausewe werenot successfulin establishingrobust routingwhentherewereno node
or link failures,we did not investigatethe effectsof suchfailures;however, we notethat sucha
distributed routing protocolwould alsoneedto be robust in the faceof suchequipmentfailures.
We have concludedthat, for polar-orbiting constellations,basinga distributedroutingprotocolon
geographicforwardingis proneto eitherfailuremodesor highcomplexity.

6.6 Centralized Routing Performance

Recallthatour maindesigngoalsfor a LEO packet routingarchitecture,asidefrom the
basicgoalsof correctnessandroutecompletion,areaminimizationof spacecrafthardwarerequire-
ments(memoryandprocessing),a minimizationof routing traffic, androbustnessin the routing
algorithms. A distributed routing protocoloffers the opportunityto minimize messageexchange
betweentheground-basednetwork operationscenter(NOC)andthesatellites,but thisminimization
typically comesat a costof increasingboththeamountof messagetraffic thatmustbeexchanged
betweensatellitenodesandthe processingrequiredto consumethis routing information. In the
previous section,we showed that onesuchdistributedprotocol,basedon geographicpacket for-
warding,presentedsomesubtledifficultieswhenappliedto commercially-proposedpolar-orbiting
constellations.In thissubsection,weconsiderthealternative of acentralizedroutingarchitecture.
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A centralizedroutingsystemwould consistof a ground-basedroutecomputationcenter
that frequentlyuploadsforwarding tablesto satellites. This approachmay be preferableto dis-
tributedroutingfor threemainreasons.First,all of thetopologyinformationwill alreadybelocated
at a centralizedlocationthatperformsadditionalfunctionssuchasmediumaccessadmissioncon-
trol andnetwork management.Moreover, this informationwill generallybe availablein advance
of the time neededbecausemany topologychangesarepredictable.Second,therewill bea need
to communicatewith eachsatelliteon a regular basisto performothercontrol functions,suchas
dynamicallyadjustingthe scanningbeampatternsof eachsatellite’s antennas.Third, centralized
routing more readily permitssophisticatedrouting algorithmsin the network. For instance,the
traffic load may evolve in sucha mannerthat load balancingwithin the satellitemeshbecomes
necessary;acentralizedroutingsystemwouldbemoreeasilyupgradable.

Althoughcentralizedroutingreducesthespacecraftprocessingrequirementsby requiring
thatit only lookupnext-hopinterfacesandnotcomputeanddistributeroutinginformation,it is still
importantto reducei) theamountof routinginformationthatmustbesentto thesatellites,andii) the
sizeof satelliteroutingtables(which,in theworstcase,couldrequireontheorderof amillion entries
if nohierarchyor tableaggregationis used).In thissection,wedescribetechniques,againcentered
on theconceptof geographic-basedaddresses,thatmaybeusefulin meetingbothgoals.First,we
describein moredetail the cellular structurethat we useandpresenta numberingschemethat is
optimal from thestandpointof aggregatingcontiguouscells. Next, givensucha cellularstructure,
wefocusonwhetherwecantakeadvantageof temporalandgeographicconsistenciesin therouting
tableto reducetheamountof routing informationthatmustbedynamicallyuploaded.Finally, we
exploretheproblemof actuallyperformingtheaggregationof geographicallycontiguouscellsinto
asmallnumberof routingtableentries.

6.6.1 Cellular Structure and Addressing

Wedescribedabove in Section6.4acellulargeometryintroducedby RestrepoandMaral
basedon roughly equal-sizedtrapezoidalcells (Figure6.15), andwe have patternedour cellular
geometryaftertheirs.Onedifferencein our geometryis thatwe requirethatthenumberof cellsin
eachlatitudinalband(asidefrom the polarcap)bean integer multiple of four (a conveniencewe
take advantageof asdescribedin the next paragraph).Further, we requirethat cells be no larger
thanthosein the bandabutting the equator. If thereare 7 cells in this first latitudinal band,then
thebaseof eachcell in this bandis 8:9<;0=?>#=A@B;C-B7 km, where;0=?>#=A@B; km is thecircumferenceof
theEarthat theequator. To first order(assuminga sphericalEarth),theheightof eachcell in each
bandis also 8 . In eachlatitudinalband,then,let D denotethe circumferenceof the baseof the
latitudinalband(e.g.,for thefirst band,D is thecircumferenceat theequator).Therearethen ;E1GF
cells in thelatitudinalband,wherek is thesmallestintegersatisfying: DE-?&3;H1IFJ/LKE9M8 . Thelast
latitudinalbandis asinglecell (“polar cap”). By picking 7N9O.%P%Q , weobtaincellsroughlythesize
of theoriginal Teledesicsupercelldesign[18], anda total of 21,352cellsof approximatelyequal
area(with basesrangingfrom 156.5to 146.3km at all latitudesexceptthosevery nearthepoles,
anduniformheightof 156.5km). In general,7 couldbeany integer, but thereis acodingefficiency
gainedif 7 is apowerof two.

Our next stepis to mapthis (spherical)cellular structureto a rectilineargrid, to facili-
tateaddressaggregation. We will thenusethe grid for addressingin latitudinal andlongitudinal
directions. We canmapa rectangulargrid of size 7 by 7'-�. onto the cellular geometrythat we



117

00XX

1101
1100 0100 0101

01111111
0110

0001
0011

0010

1110

1010
1001

1011
00001000

X00X

Figure6.23: Exampleof the cellular numberingstrategy in onedimension.Two potentialsize-4
aggregationsareillustrated.

just described.For latitudinalbandsneartheequator, thereis a one-to-onemappingbetweengrid
pointsandcells. However, if the numberof cells in a latitudinal bandis lessthan 7 , thensome
cellsin thatbandwill have morethanonegrid point mappedontothem. In this case,our mapping
strivesto distributetheseredundantgrid pointsuniformly aroundthelatitudinalband.For example,
if &3;H1RFJ/L9S.%P%. , we have four redundantgrid points. Every 63rdcell, then,would have two grid
pointsmappedontoit insteadof one.Thepolarcapwould have 256gridpointsmappedontoit. In
total,32,768grid pointswouldmapto 21,352cells.Theresultof thismappingis that,if wenumber
the gridpointsin two dimensions(correspondingroughly to a latitudeandlongitude),cells along
theglobethatfall on thesamelongitudinalline will have roughlythesamelongitudinalcomponent
in their addresses.

We mustnext numberthesegrid points. The grid point (andhence,cell) numberswill
then form the geographicprefix portion of the terminaladdress.In the caseof cells with more
thanoneprefix, all terminalscanbe assignedto oneof the prefixes in the set. Sinceour aim is
to aggregategeographicallycontiguouscells, it will help if adjacentcellson thegrid have similar
addresses.With this conceptin mind, we decidedto usethe principlesof Grayencodingusedin
digital modulation[115]. A Graycodeis afunction TU&3�4/ of integers� rangingfrom =�VW�2VX.%YNZ\[
that is one-to-oneandfor which thebinary representationof T�&3�]/ and TU&3�'^_[`/ differ by exactly
onebit [114]. Thetwo dimensionscanbenumberedindependently(8 bitsperdimension).

Figure6.23is anexampleof thisnumberingschemeappliedto 16cellsin onedimension.
Thefigureillustratestwo examplesof blocksof four cellsbeingaggregatedinto a4 bit routingtable
entry and4 bit (non-contiguous)bit mask. Suchan aggregationwould be useful if, for example,
packetsfrom a givensatellitewereforwardedover thesameinterfaceto eachcell in theblock; the
routing tablefor that satellitewould only requirea single(address,mask)entry. In general,non-
contiguousbit masksaredeprecatedin the assignmentof IP subnetmasksbecausethey preclude
theuseof certainlookupalgorithms[91]. However, we considerusingthemin our caseif we can
obtaina largereductionin thenumberof tableentries.

We now prove that this methodof numberingof cells is optimal, from the standpoint
that it offers themostopportunitiesfor addressaggregationsof variousblock sizesacrossvarious
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cell boundaries.We considerthenumberingof cells in onedimension,asthe two dimensionsare
orthogonal.Consider.�ab9�7 cellsdefinedby F bits, where F is a naturalnumber. Definea mask
level c , wherec'VdF is thenumberof maskedbits. With c bitsmasked,therearetherefore. aBegf unique
addressrepresentations,eachof which areof size .�f cells. Note that therearealsopotentially .�f
possiblewaysto partitionthespaceof 7 cellsinto . aBegf contiguousblocksof size . f cells(i.e.,there
are . f locationsto draw the block boundaries).Our goal is to maximizethe numberof possible
partitionsthatconsistof contiguouscells,soasto maximizethesubnettingflexibility.

Lemma 6.1 At mask level c , there are at most two ways to partition the cells into blocks of .�f
contiguous cells such that the blocks can be aggregated. In particular, at mask levels = and F , there
is only one possible partition.

Proof: For thesake of discussion,assumethatadjacentcellsarenumberedsequentiallyfrom zero
to 7RZh[ , startingfrom somearbitrarycell; thisnumberingis notnecessarilyrelatedto theaddressing
bit assignments.For c�9O= therearenobitsmaskedandthereforenoaggregationsarepossible.For
c	9OF , all bitsaremasked,andthereis only onepartition,whichcontainseverycell. For =iKjckKXF ,
weproceedasfollows.

Assumethat at masklevel c , cells are addressedin sucha mannerthat thereexists at
leastonepartitioningof the 7 cells into contiguousblocksof size . f cells. Consideran arbitrary
partition that starts,without lossof generality, at cell 0. The partition boundariesdelimit setsof
cells identifiedby the uniquecombinationof FhZXc non-maskbits. Note that amongthe masked
bits, eachbit musthave anequalnumberof onesandzerosacrosseachcontiguousblock,because
the masked bits mustrepresent.�f cells uniquely. Also, notethat amongthe unmasked bits, each
bit musthold the samevalueacrossa contiguousblock. Next, considerthe sameaddressing,but
with a secondpartitioninginto contiguousblocksof size . f cells,acrossdifferentcell boundaries.
To obtain this partition, we mustunmaskoneor moremaskbits, andmaskthe samenumberof
previously non-maskedbits. Again, for this to bea valid partition,we requirethatfor eachmasked
bit, theremustbeanequalnumberof zerosandonesacrossthecontiguousblock. However, since
at leastoneof thesenewly maskedbitswaspreviously unmasked,andhencehadthesamevaluein
blocksfrom theold partition,thenew partitionboundariesmustbeoffsetby theoriginal partition
boundariesby exactly . f+eml cells in orderfor thezerosandonesdensityto work out. Furthermore,
by thesameargumenttherecanbeno furtherpartitions.

Theorem 6.1 The method of Gray encoding of cells described above is optimal for aggregation of
contiguous cells.

Proof: At eachmasklevel =jKnc�KnF , thereareexactly two ways to partition the blocksof .�f
cells: oneon cell boundariesof o`=?> . f > .p1q. f >srtrtrt>`&,. a`egf Zd[`/u1I. f)v , andtheotheron cell boundaries
of oB. fteml > . f ^w. fteml > .R1x. f ^y. fteml >srtrtrt>`&,. aBegf Zz[`/{12. f ^y. f+eml"v . By Lemma1 above, thisachievesthe
maximumpossiblepartitioning.

6.6.2 ReducingRouting TableSizeUpdates

Giventheabovecell numberingscheme,wenext seekto reducetheamountof bandwidth
consumedby a centralizedroutingsystemthatperiodicallyuploadsforwardingtablesto satellites.
A key assumptionfor this partof our work is that thesatellitenetwork topologyis heldstaticfor
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Figure6.24:Comparisonof temporalandgeographicconsistency of forwardingtablesacrosstopol-
ogystates(Teledesicconstellation).

a certaintime interval, 3 andthat routescanbeprecomputedon thebasisof anticipatedtopology
changes.An Earth-fixed cell system(describedabove in Section2.2.1), in which ISL topology
changesarealsoconstrainedto occuronly at certaintimes,is oneexampleof sucha system.The
systemcanthenbethoughtof asmoving througha(possiblyverylarge)setof discretestates,eachof
whichhasastatictopology(notconsideringunexpectedtopologychangesdueto link or equipment
failures). If thesystemtopologyis not approximatelystaticfor a reasonableinterval (e.g.,tensof
seconds),thenthereis little hopeof constructinga low overhead,low latency centralizedrouting
system.

A satelliteforwardingtableshouldcontainenoughinformationto forwardpacketsto any
terminal in the system,becauseapproachesthat requirequeryingfor routeson demandwill be
too slow for a broadbandsatellitesystemevenat LEO altitudes.Terminalsin cellsdistantfrom a
given satellitecanbe aggregatedinto a singlecell entry basedon their prefix, while terminalsin
nearbycellsmayrequireindividual listingsin theforwardingtablesif differentsatellitesareserving
terminalsin acell. In thissubsection,wefocusontechniquesusedto reducetheamountof message
overheadrequiredto populatecorrectforwardingtableson-boardthesatellites.

Ratherthanuploadcompletelynew forwardingtableseachtimethestatechanges,wehave
investigatedtwo techniquesaimedatminimizing theamountof informationthatmustbeuploaded.
Weseekto capitalizeon thefollowing two propertiesof theforwardingtables:

Temporal consistency:If only a few entriesin theforwardingtablechangebetweenstates,thena
centralizedroutingsystemcanusedeltaencoding(sendingonly thechangedentries).|

By static,wemeanthattheISL topologyis unchanged,andthatintersatellitehandoffs of terminalsareminimizedor
avoided.Terminalsmaybeconnectedor disconnectedto thesystematarbitrarytimes.
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Geographic consisitency: We showed in the previous sectionthat basinga distributed routing
protocolcompletelyon geographic-basedpacket forwardingdecisionsis fragile. However,
if this core packet forwarding techniquecould be supplementedby additionalforwarding
instructionsfrom a centralizedroutingsystem,thengeographicforwardingcouldbeusedby
default andonly thoseforwardingentriesneededto overridethegeographicforwarding(i.e.,
entriesfor which thecentralcontrollerdeterminesthat thesatellitewould otherwisemake a
baddecision)needbeuploaded.

We investigatedthepotentialfor bothof thesetechniquesby studyingtheforwardingta-
blescreatedby min-delayshortestpathrouting for a representative Teledesicsatelliteasit moves
throughits orbit. Usingthecellularstructuredescribedabove, we assumedthat the topologymay
beheldstaticfor the interval definedby thetime requiredfor thesatellite’s nadirpoint to traverse
a cell (26.5seconds).In a realsystem,the topologymaybeheldstaticfor longerthanthis inter-
val (dependingon thesteeringcapabilitiesof thespacecraft’s antenna),but thereappearsto beno
advantageto makingthe interval shorter. We computedcompleteforwardingtablesat every state
(64 intervals from theequatorto thenorthpole)by placinga terminalin eachof the21,352cells
in our cellulargeometry. For eachcell, we comparedtheforwardingtableentrywith theforward-
ing decisionthat geographicforwardingwould have made(geographicconsistency) andwith the
entry from the last state(temporalconsistency). The resultsareshown in Figure6.24,wherethe
fractionof matches(amongthe21,352cells)arerecordedfor eachstate.Thefigureillustratesthat
thetemporalconsistency is generallyquitehigh, generallyrangingfrom 0.7 to 0.95;i.e., forward-
ing entriesdon’t changemuchfrom stateto state.Therearea coupleof exceptions,however. At
states45and51,theconsistency from states44and50,respectively, is muchlower. This is because
thefirst two, andthenthe last two of thesatellite’s interplaneISLs wereshutdown betweenthese
statetransitions,causingmany of the forwardingentriesto change.States57 and61 have related
changes(a neighboringsatellitesinterplaneISLs werebeingdeactivated).By takingadvantageof
this temporalconsistency, acentralizedroutingsystemwouldonly have to dedicate,onaverage,on
theorderof a few Mb/sof bandwidthto updatetheforwardingtablesfor theentireconstellation.4

Thegeographicconsistency is muchlower thanthetemporalconsistency, however. The
main reasonis that Teledesicsatellitesgenerallyhave two ISLs orientedtowardseachof the four
cardinaldirections.Often,the interfacepickedby shortestpathrouting is in thesamedirectionas
that picked by geographicrouting,but for reasonsfurther downstream,the bestgeographicnext-
hop is not part of the shortestpath. In the Iridium constellation,wherethereis only oneISL in
eachcardinaldirection, the consistency canbe much higher (typically around70%). It may be
possibleto relaxtherequirementson thegeographicnext-hopbeinganexactmatchwith thenext-
hoppickedby shortestpathrouting(e.g.,allow useof thegeographicnext-hopif theresultingroute
will bewithin a certaindelaytoleranceof theoptimalroute).However, this is not aseasyasit first
seems,becausecaremustbetaken in determiningthat inconsistentroutingdecisionsarenot taken
that resultin a loop. Also, theremayberecursionproblemsin determiningwhethera forwarding
decisionwill resultin a routewithin thedelaytolerance.In summary, moreinvestigationwouldbe
neededto establishthecorrectnessof a routingpolicy thatdid not requireanexactmatchbetween
the next-hop interfacespicked by geographicforwardingandshortest-pathrouting. However, we
concludethat there is not much advantageto be gainedby pursuingthis approachbecausethe
temporalconsistency of theforwardingtablesis alreadyveryhigh.}

Not consideringtheupdatesdueto userterminalslocal to eachsatellite,whichcannotbeaggregatedin any case.
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Figure6.25:A hypotheticalaggregationof 35cellsinto 7 forwardingtableentries.

6.6.3 AddressAggregation

In the previous subsection,we demonstratedthat by taking advantageof temporalcon-
sistency in theroutingtables,we canreducetheamountof messageoverheadbetweentheground
andthesatellitesto a tolerablelevel. Thefinal pieceto optimizeis thesizeof theforwardingtables.
Largeforwardingtablesarecostlyin two ways:they requiremorememory, andthey take longerto
search.In thecellulargeometryconsideredabove, thereareover twenty thousandcells,but only
eightnext-hop interfaceson a (Teledesic)satellite. We noticed,by looking at satelliterouting ta-
blesgeneratedusingshortestpathalgorithms,thatmany of thecellsserved by thesamenext-hop
interfaceweregeographicallycontiguous.Therefore,by makinguseof thecell numberingscheme
describedabove,whichis optimizedfor aggregatinggeographicallycontiguouscells,wecanreduce
thenumberof forwardingtableentriesrequired.

Figure6.25 illustratesan example,in which 35 contiguouscells (the solid dotson the
graph)canbereducedto 7 entries.Usingthisrepresentation,it canbeseenthataddressaggregation
is a variantof the classicalminimum setcovering problem. The minimum set cover problemis
definedasfollows: [48]:

INSTANCE: Collection D of subsetsof afinite set ~ , positive integer ��KL9���DU� .
QUESTION:DoesC containa cover (a subsetDE�{��D ) for ~ of size � or lesssuchthat

everyelementof ~ belongsto at leastonememberof D � ?
Theminimumsetcover problemis known to beNP-completein thestrongsense,unless

all ����D satisfy � �%�gKL9_. , in which casematchingtechniquescanbeusedto solve theproblemin
polynomialtime [48].

In our case,theset ~ is definedasthecollectionof cellson a rectilineargrid numbered
accordingto the Gray codedescribedabove, andthe collection D of subsetsis the collectionof
blocksof cells(“rectangles”)in ~ thatmaybeaggregatedinto a singleaddress/maskcombination.
Ourproblemis asetcoveringproblemwith thefollowing additionalconstraints:

� Rectanglesarearbitraryshapeswith sizescorrespondingto a non-negative integerpower of
two, becauseall bit maskscover anumberof cellsequalto apower of two, and



122

� Rectanglesmustfall oncertainboundaries.In particular, rectanglessidesof length 7 canfall
onboundariesof every 7'-�. cells,asdescribedabove in Section6.6.1.

Notethatby framingthisproblemmoregenerallyasasetcoveringproblemratherthanasetpacking
problem(a coveringby mutuallydisjoint rectangles),we permita cell to becoveredby morethan
onerectangle.Theimplicationof this is thatmorethanonematchingentry for thatcell mayexist
in theforwardingtable.

In general,even in one dimension,packingor covering problemsinvolving objectsof
differentsizesareNP-complete(the“Knapsack”problemis onesuchexample)[46]. A numberof
problemscloselyrelatedto theaddressaggregationproblemidentifiedabovehavebeenshown to be
NP-complete.In thecontext of imageprocessing,Fowler, Paterson,andTanimotohave shown that
the planargeometriccovering problemusing .�6�. squaresis NP-complete[46]. We have proven
above that not all possibleaddressaggregationsaregeographicallycontiguous. If we definethe
optimaladdressaggregationasincludingalsonon-contiguouscells,thentheproblemis equivalent
to a classicalproblemof Booleanlogic minimizationknown asthe minimum sum problem[87].
Briefly, if we considerthe bits of an addressto be inputs in a Booleantruth table, and we set
the outputof the table to be 1 if the addressis in the set to be aggregated,then the solutionof
the minimum term Booleansumfunction will yield the mostoptimal addressaggregation. This
problemcanbereducedto theNP-completeproblemknown as3-SAT [120].

Interestingly, if we constraintheproblemto onedimensionandrestrictthepossiblead-
dressaggregationsto thoseinvolving contiguouscellsonly, theproblemcanbeoptimallysolvedin
polynomialtimeby thefollowing greedyalgorithm.Theavailability of apolynomial-timealgorithm
is specificallytied to theconstraintthatrectanglesmayonly fall onarestrictedsetof boundaries.In
thealgorithm,thevalue 7�9O.�a is equalto thetotalnumberof cellsin thesystem(representedby F
bits),and � is thesetof cellsto beaggregated,with � �i�CVW7 .

algorithm greedy aggregate
begin�����

;
while �y���� do

choose �A���p� such that �0� contains only non-overlapping, legal
blocks of size

�
and � �A��� is maximized;� � �u ¢¡£�0�)¤ ;�?���¦¥¢§

;
od

end

Findingthemaximumpackingof blocksof size � canbemadewith two passesthroughthespace
of 7 cells.Any setof cells � will have up to 7'-�. distinctcontiguousblocksof cells.Eachblockof
contiguouscellscanbeaggregatedinto blocksof � cells,if atall, in only two ways–theboundaries
onwhichlegalblocksof � cellscanfall areseparatedby �4-�. cells,accordingto thesecondconstraint
above. Therefore,two passesthrougheachblockof contiguouscellscanbeusedto determinewhich
oneof the two boundaries(in eachcontiguousblock) yields the mostblocksof size � amongthe
contiguousclusterof cells. Sincethereare c3¨B©%ª0&37'/ stepsto this algorithm,it runsin polynomial
timewith «�&37h1¬c)¨B©�ª0&37'/5/ .
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Theorem 6.2 The above greedy algorithm obtains the aggregation with the fewest number of con-
tiguous blocks in a one-dimensional space.

Proof: Startingfrom the largestpossibleblock size, the algorithmsearchesfor andremovesthe
maximumnumberof (non-overlapping)blocksof eachsizebeforereducingtheblocksizesearched.
It shouldbeclearthat,givena contiguoussubsetof cellsnumberingexactly � for which anaggre-
gationinto a block of size � is permitted,thereis no advantagefor passingup the opportunityto
aggregatethis subsetof cells into oneblock of size � . A little lessobvious is the fact that thereis
no penaltyincurreduponsubsequentiterationsof the algorithmfor removing a block � of size �
from theset. In general,this would not bethecase,becauseremoving a block of cellswould fur-
therconstrainthepossibleblocksthatcouldbeformedduringlater iterations.However, giventhe
restrictionsonplacementof blocksonthegrid, any blockssmallerthan � thatwouldhavecontained
cells in � will have exactly half of their cells in � andhalf outsideof � , andsinceany legal block
greaterthansizeonecanbedividedin half to form two legalblocks,wedonotconstrainthechoices
availableat laterstagesby removing any block.

Therefore,we only needto checkwhetherremoving a block of size � is optimalwhenit
hasfewer than � contiguousadjacentneighboringcellson eitheror bothsides(if it hasmorethan �
cellsoneitheror bothsides,it wouldhave constitutedapartof a largerblockof size .I1k� or greater
thatwouldhave beenremovedby apreviousstepof thealgorithm).For simplicity, weconsiderthe
casein which theblockof size � hasadjacentcellsto aggregageononly oneside;thecasein which
therearecellsonbothsidesis handledsimilarly. Supposethatthealgorithmwerenot optimal;i.e.,
supposethat thereexistsa collectionof contiguouscellsof sizegreaterthan � for which removing
a given legal block B of size � , andcollectingtheremainingadjacentcontiguouscellsduringlater
stagesof the algorithminto a minimal setof blocksof sizelessthan � (resultingin a total setof
blocksthatwe denoteas ~{­4®]¯±° ), resultsin moreblocksthanif block B werenot removedandthe
cells within the block B were left to be removed at a later stage,resultingin a setof blockswe
denoteas ~m² f´³ . With thissetnotation,wecanrephraseoursuppositionasbeingthat ��~{² f´³ ��K_��~m­µ®]¯¶°C�
by not containingblock B in set ~{² f·³ . This canonly bethecaseif somecells in B wereneededin
theoptimalaggregationto form anotherblock of sizelessthan � thatstraddledtheboundaryof B;
wecall thisa straddling block 8E¸ . If theblockB werebrokenupin this fashion,theremainingcells
in whatwould have formedblock B mustberepresentedby no fewer thantwo blocksof sizeless
than � . Now considertheremainingcellsoutsideof bothB and 8p¸ . Thesecellscanbeaggregated
into a setof blocksof cardinalityno lessthan ��~m­µ®]¯¶°C��ZO. . This is becausethe block 8p¸ canbe
decomposedinto two smallerblocks,oneexactlycontainedwithin B andoneentirelyoutsideof B,
so if thecardinalityof thesetof blocksformedby theseresidualcellswerelessthan ��~{­4®]¯¶°C�0Zj. ,
wewouldhave originally hadamaximalaggregationsetof cardinalitylessthan ��~{­4®]¯±°C� . Therefore,
consideringthat 8p¸ is oneblock andtheremainingcellsof B requireat leasttwo blocks, ��~m² f´³ � is
greaterthanor equalto &#��~ ­4®4¯¶° �0Zw.0/k^�[q^j. , which is strictly greaterthan ��~ ­4®]¯¶° � . Therefore,the
suppositionis invalidated.

In two dimensions,theabove greedyalgorithmis not polynomial,nor doesit guarantee
an optimal solution. Moreover, the useof brute force combinatorialminimizationon the entire
problemis not computationallyfeasiblebecauseof thesizeof theinput. Nevertheless,becausethe
abovegreedyalgorithmis optimalfor aggregationin in onedimensionandis intuitively areasonable
approach,we exploredthe useof this algorithmto reducethe probleminto a series( c)¨B©%ª0&37'/ ) of
smallerproblems(at eachstep,the problemis to find the maximumnumberof non-overlapping
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Figure6.26:Benefitof aggregatingcontiguousforwardingtableentries.Thenumberof aggregated
entriesis roughlya tenth(or fewer)of thetotal numberof cellsthatmustberepresented(Teledesic
constellation).

blocksof size 7 thatcanberemoved),andperformingbruteforcecombinatorialmaximization on
the resultingproblemsto take out asmany large blocksaspossible. While the resultingsmaller
problemsarealsofactorially large,generallythe input sizeof contiguousblocksis on theorderof
tencellsor lessandcanbecomputedin a very small amountof time on a contemporaryPC;5 for
thoseblocksof cells for which the input is larger, otherapproximationmethodssuchassimulated
annealingmaybeused[114].

Figure6.26displaysnumericalresultscorrespondingto theapplicationof thetwo dimen-
sionalaggregationalgorithmon the routing informationpreviously analyzedin Figure6.24. This
exampleindicatesthat,throughtheaggregationdescribedin theprecedingparagraph,oneis usually
ableto reducethenumberof forwardingentriesby over anorderof magnitude(from over twenty
thousandto a coupleof thousand).Therefore,this approachslightly outperformsusingtemporal
consistency betweensequentialtopologyconfigurations(which wasableto reducethe routing in-
formationby a factorof threeto twenty). Notethatasthesatellitemovescloserto thepoles,it has
fewer next-hop satellitesto consider, sincesomeof the ISLs will beshutoff. This resultsin less
fragmentationof thesetof cellsto beaggregated,therebyimproving aggregation.

Weclosethissectionby notingthattheexploitationof temporalconsistency in therouting
tablesandaggressive cell aggregationtechniquesdescribedabove arenot mutuallyexclusive. For
example,supposethatanew largeentry, composedof somepreexistingsmallerentriesin thecurrent
forwardingtable,canbeconstructedanduploadedfor thenext stateof asatellite’s forwardingtable.
It may be advantageousto only uploadthe smallerblock that “completesthe puzzle” ratherthan¹

In our computations,weuseda400MHz PentiumII machine.
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thenew largeraggregatedentry, therebyreducingtheamountof bandwidthusedat theexpenseof
carryinga few moreentriesin the forwardingtable. This may suggestthat the useof very large
aggregatedentriesthat containcellson theborderof a routing region may bedisadvantageousin
thatthelargecell is likely to persistin theforwardingtablefor only ashorttimeandwill incurmore
signalingtraffic in thefuture(i.e.,sometypeof “persistence”metriccouldbeaddedto thealgorithm
that constructsaggregatedcell entries,giving moreweight to entriesthat arelikely to temporally
persist).Wedid notexplorefurtheroptimizationsof thealgorithmalongtheselines,but mentionit
asa candidatefor futureresearch.

6.7 Summary

In this chapter, we have studiedthe packet routing problemfor LEO networks. LEO
systemsaresophisticatednetworks with a large numberof degreesof freedomin the design,and
therefore,in principle, therecould be a wide variety of solutionsto the packet routing problem.
However, webasedourwork ontheassumptionthatsatellitecommunicationspayloadswouldcon-
tinue to be massandpower constrained,andthat bandwidthon the intersatellitecommunications
links (ISLs) is muchlessscarcethanthatof theground-to-satellitelinks (GSLs).Thefollowing are
ourkey results:

� Wedescribedtheconstructionof aLEOnetwork simulator, basedonthens simulator, suitable
for routingstudies.Thissimulatorrevealedsomeinterestingfundamentaldelayperformance
propertiesof LEO networks,especiallypertainingto theeffectsof whetheror notcross-seam
ISLsarepresentin polar-orbitingconstellations.Ourextensionsfor simulatingLEOnetworks
have beenincorporatedinto themainns distribution andarenow freelyavailable.

� Weexploredthehypothesisthat,by makinglocally optimalpacket forwardingdecisionsthat
minimize the geographicdistanceto the destination,onecanobtainroutesthat arecloseto
optimal in termsof delayperformance.We constructeda distributedroutingprotocolbased
on this hypothesis,andfound that while theLEO network meshwassufficiently denseand
regular to admitgoodroutesbasedon this approach(routesthatwere,on average,no more
than5 to 10 ms worsethanglobally optimal routes),therearea numberof problemswith
commerciallyproposedLEO network topologiesthatmake constructionof a robustprotocol
difficult. In particular, thedistortionsin thetopologyin thepolarregionsandat thecounter-
rotatingorbital planesrequiresignificantadditionsto a distributedroutingprotocolbasedon
geographicaddresses.

� We examinedthe useof geographicaddressingandcell geometriesfor usewith a central-
izedroutingsystem.In this case,theobjective is to reducetheamountof traffic betweenthe
centralizedcontrollerandthesatellites.A key to this typeof systemis theconceptthat the
stateof the network evolves througha setof discretestateswith fixed topologies,andthat
thefrequency of changeis notsolargethatit swampstheuplinksanddownlinkswith control
traffic. We developedanoptimalcell numberingschemefor rectilineargridson theEarth’s
surfaceandprovedits optimality. Wethencomparedtwo approachesfor reducingtheamount
of traffic neededto supportforwardingtablechangesthat mustbe periodicallyuploadedto
satellites.For thefirst approach,exploiting temporalconsistency in routingtablesfrom state
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to state,ournumericalresultsfor a simulatedTeledesic-like systemindicatedthat,generally,
70 to 95 percentof the routing tableentriespersistbetweenstates.We thenexaminedthe
benefitof aggregatingcontiguousforwardingtableentriesinto a smallernumberof entries.
Wedevelopedagreedyalgorithmoptimalfor cell aggregationin onedimension,anddemon-
stratedthat it could beusedasaneffective approximationalgorithmfor cell aggregationin
two dimensions,sincetheproblemof addressaggregationin two dimensionsis NP-complete.
Ournumericalresultsindicatethat,with thisalgorithm,thesizeof satellite-borneforwarding
tablesdevotedto non-localdestinationscanbereducedfrom over twenty thousandto a few
thousandentries.


