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Chapter 6

Packet routing for LEO networks

In this chapterwe studythe core paclet routing designproblemfor LEO networks, fo-
cusingin particularon the potentialfor simplifying routing by using geographic-basedetwork
addresseslIn Section6.1, we first provide a high-level overvien of thosecharacteristicef LEO
networksthatarerelevantto paclet routing,anddiscussvhy andin whatsensd EQ pacletrouting
is aninterestingproblem.Next, in Section6.2,we describehesimulationervironmentthatwe con-
structedandjustify our choicesfor the varioussimulationparametersve neededo configure.Our
simulationmodelsrevealedsomefundamentatielayperformanceharacteristicef LEO networks,
which we illustratein Section6.3. Thesebenchmarkesultsareinterestingin their own right but
arealsousefulasareferencdor comparingwith our laterresults.In theremaindeiof the chapter
we focuson the potentialbenefitof embeddingyeographidocationinformationwithin the network
addressesf userterminals.After first introducinga cellulargeometryin Section6.4, we describe
in Section6.5our attemptgo construct distributedroutingprotocolthatmalkespaclet forwarding
decisionsasedon suchgeographidnformation. Finally, in Section6.6 we examinethe benefitof
usinggeographic-baseaddressem a network thatusescentralizedouting.

Throughouthischapterwe make frequenteferenceo thelridium and(proposedYeledesic
satelliteconstellationgfirst introducedn Chapterl anddescribedn moredetailin Chaptel2), and
usethesetopologiesasthebasisfor our paclet routingresearchlridium andTeledesiarejusttwo
examplesof a particularclassof LEO satelliteconstellation-etherconstellationslesignsare possi-
ble. Neverthelesstatherthanexplorethe entiredesignspaceof possiblesatelliteconstellationswe
have choserto focuson the Iridium and Teledesicconstellatiortopologiesasexamplesof feasible
LEO systemshecausdhey representwo designsthat have beenconsidereccommerciallyviable
from a frequeng managemeninterference)prbital deploayment,andeconomicperspectie. The
Iridium andTeledesicystemsredescribedn [75] and[130], respectiely.

6.1 Why is LEO Packet Routing an Inter estingProblem?

LEO networks are an interestingtype of mobile network in that the nodesare maoving
rapidly with respecto the slov moving or fixed usernodes,causingfrequentlink handofs. De-
spitethe highly time-varying natureof the network topology therearesomesimplifying properties.
First, mostof thetopologychange®f thesatellitemeshitself (asidefrom equipmentailures)canbe
predictedn advance.Secondthe graphtopologyis somevhatregularanddensel|eadingto a mul-
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tiplicity of similar routesto mostdestinationsBoth of thesesimplifying propertiescanpotentially
be exploitedby routingalgorithmsaswe explorelaterin this chapter Neverthelesswhencompared
with routingprotocoldesignfor terrestrially-basegaclet networks, thereareseveralfundamentally
differentdesignobjectivesthat complicatethe design.First, we male the assumptiorthat satellite
hardwarewill continueto be massandpower constrainedtherebylimiting theamountof on-board
memoryandprocessingAlthoughit is truethatadwvancesdn electronicgechnologiewill continue
to make memorycheapemrandlesspower-consumingn future years,the satellitepayloadis still a

very power-constrainechetwork node with asmuchpower aspossibleallocatedo signaltransmis-
sion. We thereforeseekrouting algorithmsthat are memoryefficient andare not computationally
intensive. Secondconseration of link bandwidth,particularlyon the links betweengroundand

satellitesjs importantbecause lossof capacityfor usertraffic ontheseexpensve links leadsto a

lossin revenueor higherservicecosts. Third, economicfactorslimit the numberof satellitesthat

canbedeplg/edin a constellationandconsequentlgausethe coveragefootprintsof satellitesto

be stretchedhin. For instancethe Iridium systemwhich uses66 satellitesrequiresan elevation

maskof 8.2 dggreesat the edgeof eachsatellites coveragefootprint[105], which is not very high

abore thehorizonandcouldpotentiallyleadto shadwing problems.Systemshatguaranteelouble
coverage suchasonedescribedn [142] thatleadsto a Manhattametwork topology do notseem
likely to be built.

For the above reasonspperatingraditionaldistributedrouting protocolsandusingtradi-
tional mean<f hierarchyarenotlikely to provide the bestperformanceDistancevectorprotocols
have well known convergenceproblemsin time-varying topologies,andwhile someof the short-
comingshave beenaddressedver theyears(suchasthe DUAL protocol[47]), theimprovements
comeata costof complicatingthe protocol.Link stateprotocolsconverge muchmorerapidly upon
topologychangesat the expenseof alarge amountof messagéraffic, higherprotocolcomplexity,
androuting computationabverhead.Of course eitherdistancevectoror link stateprotocolscan
be madeto work in LEO satellitesystems;the point is that becausesuchprotocolsdo not capi-
talize on the simplifying aspectof LEO network propertiesoneis likely to do betterwith more
specializedorotocols. Furthermoreareahierarchiesas usedin the currentinternetare not asap-
propriatefor a highly regular network topologywith nodesundera singleadministratie control—
wheredoesonedraw theareaboundariesFinally, acentralizedoutingsystemmaybepreferredn
this environmentfor a numberof reasongliscussediaterin this chapter

In summary the major challengein the designof paclet routing algorithmsfor LEO
networks is coping with both a time-varying topology and constraintson key systemresources,
while trying to capitalizeon certain(simplifying) propertieof thenetwork topology We have relied
heavily onsimulationsof LEO networksto explorethis problem.Therefore beforepresentingary
resultswe will first describeour simulationmodelandthe key parametersisedtherein. Next, we
will illustrate somefundamentatlelay performanceesultsin LEO constellationdeforefocusing
ourattentionin theremaindenf thechapteionthefollowing question:How cangeographidocation
informationaboutnetwork nodesbe usedto simplify paclet routing?

6.2 Simulation Model and Key Parameters

In thissectionwe describén moredetailhonv we modelledthebehaior of theLEO con-
stellationspatternedafter the Iridium and Teledesicconstellations LEO systemsare complicated
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Figure6.1: Exampleof apolarorbiting satelliteconstellatior(figurereproducedrom Section2.2).

to modelbecaus®f the sheercompleity of the systemandbecausenary detailsof suchsystems
arestronglyhardware dependenand have not beendiscussedn the literature. We discussn this
sectionthemary choicedfor simulationparametershatwe made why we chosehevaluesthatwe
did, andwhetheror not our resultsarehighly sensitve to thesechoices.

Recallthatin Section2.2,we describedsomeof themostimportantfeaturesof LEO con-
stellationsandin Section3.2, we introducedthe simulationenvironmentthatwe have constructed
to studyLEO routing. We prefacethe restof the materialin this chapterby briefly reviewing the
key pointsdiscussedhere.Figure6.1illustratesa possibleconfigurationfor a polarorbiting LEO
constellationmodelledafterthe Teledesi@88satelliteconfiguration). The satellitesorbit the Earth
in fixedcircularplaneswhile the EarthrotatesunderneathSatellitescommunicatavith oneanother
using intersatellitecommunicatiorlinks (ISLs). As the figure indicates,threetypesof ISLs can
exist: interplane,intraplane,andcross-seaniSLs. Table 6.1 againsummarizekey constellation
parametergor boththe TeledesiandIridium systemsWe shouldemphasizderethatwhile Irid-
ium hasbeendesignedor circuit switchingatvery low bit rates,in this chaptemwe areconsidering
the useof the Iridium constellationdesignin a hypotheticabroadbandgaclet switchingnetwork.
Also, asof thiswriting, the parameterslescribinghe Teledesiaconstellatiorarelikely to change.

Figure3.2in Chapter3 illustratedthe key component®f our extensionso the ns sim-
ulatorto enableit for LEO routing studies.We usea sphericalcoordinatesystemcenterecbn the
Earths centey andinserteda position object in eachnodethat describeghe nodes positionasa
function of time in this coordinatesystem. Links betweennodesin the simulatorhave a dynam-
ically varying propagatiordelaythatis basedon the instantaneouslistancebetweentwo nodes—
whener a paclet mustbe sent,both nodesat the endpointsarequeriedfor their currentposition.
Nodesalsocontaina handoff monitor, describedn moredetail belav, thatcheckfor opportunities
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Iridium | Teledesic
Altitude 780km | 1375km

Planes 6 12
Satellitesper plane 11 24

Orbit inclination (deg) 86.4 84.7
Inter plane separation(deg) 31.6 15
Seamseparation(deg) 22 15
Elevation mask (deg) 8.2 40
Max. ISLs per satellite 4 8

Cross-seaniSLs no yes

Table6.1: Key constellationparametergor the Iridium and Teledesicsystems.Both systemsare
examplesof polarorbiting constellations.

to enable,disable,andhandoff links betweennodes,and nodesalso containa routing agent for
usein distributedrouting (we alsoimplemented centralizedoutinggeniefor studyingcentralized
routing).

Beyondthe maintopologicalparametertistedin Table6.1, thefollowing additionalde-
tails helpto morefully describeour models. With respecto the constellationconfiguration,we
madethe following two minor simplifications. First, we did not modelthe minimal orbital eccen-
tricity foundin thetopologiesour orbitswerepurelycircular Secondwe did notmodelary drifts
in nominalsatellitepositionwith respecto the original constellatiordesign assumingnsteadhat,
wherepossible the placemenbf satellitesin adjacentorbits will be staggeredo asto maximize
groundcoverage(i.e., in Teledesicwheresatellitesarenominallyspacedatinternvals of 15 degrees
in eachorbit, we offsetthe positionof satellitesin adjacentplanesby 7.5 dggrees). While sucha
staggerings optimal,it is uncleamwhethersatelliteoperatorsvill expendthefuel necessario main-
tainthis phasingbothlridium andTeledesiglanto hold constantherelative positionsof satellites
within a particularorbit, but in the Teledesicsystemthereare no guaranteesf maintainingary
phasingbetweersatellitesn differentplanes).

Iridium satellitesareconnectedo their four nearesheighborstwo satellitesn thesame
orbital plane,andoneeachin the adjacenfplanes.Satellitesalongthe countefrotating seamonly
have threeactive ISLsif cross-seanSLs areturnedoff (in our simulator we couldalsoselectiely
enablecross-seaniSLs for the Iridium topologybut generallyexperimentedvithout them). It is
onlythecross-seanSLsthatrequiresatellitehandofs, sincetheintrapland SLsarestaticlinks, and
theinterplandSLs only needto bedeactvatedandreactvatednearthepoles.The Teledesisystem
connectdo eightnearesneighbors:the four closestsatelliteswithin the sameplane,one satellite
eachin the two adjacentplanes,and one satelliteeachtwo planesaway. At the countefrotating
seam,only onelSL is active acrosshe seamandthe otheris usedto acquirethe next satelliteto
be handedoff to. We configuredthe GSLsto befull duplex links at 1.5 Mb/s (i.e., we considered
a broadbandversionof the Iridium system),andthe ISLs to be 155 Mb/s for Teledesicand 25
Mb/s for Iridium. The exact valuesof thesebandwidthswere not importantsincewe wereonly
consideringaminimalamounbf traffic. Figures6.2and6.3illustratesnapshotsf satellitepositions
andactie intersatellitelinks for Iridium andTeledesicyespectiely. The plotsweregeneratedby
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Figure6.2: Snapshobf thelridium constellationijllustratingactive ISLs.

outputtingsatelliteandlink positioninformationandthensuperimposinghe dataon arectangular
mapprojectionobtainedrom the Xerox PARC Map Viewer. Notein thelridium topologythe lack
of cross-seantSLs andtheabsencef interplanelSLs in the high latitudes.

Variouspoliciesfor performinghandofs betweemetwork nodesare possible-the exact
choiceof handof mechanisnis sensitve to the satellite hardware capabilities,and Iridium and
Teledesichave not publicly revealedtheir techniques. We implementedboth asynchronousind
synchronoufandofs asdescribedbore in Section2.2.1. Asynchronousiandofs betweerground
terminalsand satelliteswork asfollows. Eachterminal periodically checkswhetherthe satellite
thatis servingit hasdroppedbelown the elevation maskfor the terminal. In our simulations,we
performedthis checkevery ten secondson average(we addeda randomdither to the timeout
intenal sothatit would vary betweerfive andfifteenseconds)ye did notregardthe exactvalueof
this timeoutparameteasbeingcritical, althoughtoo smallof a choiceleadsto slower simulations.
Uponchecking,if theterminaldiscorersthatthe currentsatellitehasdroppedbelov the elevation
mask theterminalsearchefor anotheisatellitethatis abose themaskandconnectdo thefirst such
onefound. The techniqueof synchronousandofs assumeshat topology changesoccuronly at
certaintimes—our simulatorcanalsobe configuredsuchthat all nodesperforma topologycheck
synchronouslyaswe explorelaterin this chapter).

We next describetwo simulation parameterghat are highly dependentn the antenna
steeringcapabilities. InterplanelSLs are deactvatedwhene&er one or both satellitesare abose a
given latitude threshold. We typically setthis thresholdto 70 degrees,sinceanalysisby Werner
indicateghatIridium shouldbe ableto maintainlSLs betweer60 degreesnorthandsouthlatitude
[140], anda Motorola patentby Rahnemalaimsthatan Iridium-like constellatioris ableto keep
thesdinks active up to 68 degreedatitude[116]. Althoughwe conjectureghatthedenseiTeledesic
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Figure6.3: Snapshoof the Teledesiconstellationijllustratingactive ISLs.

constellatiormay be ableto steerthesebeamsbeyond a 70 degreelatitude, we have no evidence
to supportthis. Handof agentson boardthe satellitesmonitor for this occurrenceaswell (again,
we checkevery ten secondn average). Finally, cross-seaniSLs cannotbe maintainednearthe
pointswherethe countefrotating planesintersect;in our simulations,we deactvatedtheselSLs
wheneer the satelliteswerewithin eightdegreesof longitudeof oneanother More informationin
the publicdomainabouttheantennateeringcapabilitieof ISLsis neededo make theseparameter
guessemoreaccurateWe will have moreto sayabouttheseparticularparametersvhenwe discuss
geographic-basedistributed routing, but in general,we found that our resultswere not highly
sensitve to thesetwo parameters.

Sinceour studieswere focusedon fundamentakouting and propagationdelay perfor
mancemeasurementsye simplified our simulations(and dramaticallyimproved simulationrun-
time) by notmodellingadditionaldelaysdueto multiple accesgontentionframing,andlink layer
protocolsnor did we considerqueueinglelaysin the network dueto hearily loadedlinks. We also
did not modelor experimentwith link outageor errorsdueto terrainor sunoutagespropagation
impairmentspr thermalnoise. Our rationalefor thesesimplificationswasthat, while investigating
the potentialfor network load balancingthroughrouting is a good candidatefor future research,
our simulationson thefundamentaftoutingpropertiesof LEO networksdid notrequirethe level of
detailthatwould have resultedfrom modelingall of the parameteristedabore. Neverthelessthe
simulatorallows for suchadditionalmodelsto beinsertedfor futureresearch.

In summarywe have describech numberof systemparameterthathave implicationson
routingarchitecturesWe will elaboratamoreon theimplicationof someof theseparametersater
in this chapter
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Figure6.4: Scattemplot of theone-way delayexperiencedy 10,000differentpingsbetweerrandom
locationson the Earth’s surface, when global min-delayshortestpath routing is used(Teledesic
constellatiorconfiguration).

6.3 BasicPerformanceResults

The basicpaclet delay performanceof modernLEO satellite constellationshas never
beenthoroughlydescribedn theliterature. In this section,we quantify typical delay profilesthat
might be seenby usersof future LEO networks. The resultsareusefulin understandinghe fun-
damentaperformancecharacteristicef suchnetworks, andwill alsosene asbenchmarkgor our
laterevaluationof geographigouting.

6.3.1 DelayProfiles

Oneof theadwantage®f LEO system®ver GEOsatelliteds thereductionin propagation
delaybetweerthe Earthandsatellite. Althoughthe end-to-endateny canoftenbereducedrom
a quarterof a secondo tensof millisecondsby usinga LEO systemthedelayin aLEO systemis
inherentlyvariable.Our first experimentswith our LEO network simulatorweredesignedo study
this delayvariability.

Figure6.4is a scattemplot of theend-to-endielayexperiencedy 10,000differentsingle
paclet exchangeg“pings”) usingthe Teledesicsystem.This simulationwasdesignedo illustrate
the rangeof end-to-enddelaysthat usersof thesesystemamight experience. In the simulation,
which ranfor 20,000secondf simulationtime, we repeatedhe following stepsevery two sec-
onds.We first selectedwo pointsatrandomon the Earth’s surface,andinstantiatedh link between
eachterminal andthe first eligible satellitefound (a satellitewas consideredeligible” if it was
above the terminals elevation mask). We then configuredone of the terminalsto senda paclet



96

0.14 m

o

-

N
T
1

©

[EY
I
|

Frequency
o
&
T
|
|
1

o

o

(e}
T
I

0 \ \ \
0 25-30 50-55 75-80 100-105

Delay (5 ms hins)

Figure6.5: Histogramof valuescorrespondingo Figure6.4. Fewerthan1% of thedelaysexceeded
100ms.

to the other and measuredhe one-way delay The LEO systemuseda centralizedshortest-path
routing algorithmbasedon minimizationof the currentpropagatiordelay of eachlink— the routes
werecentrallycomputedandinstantaneouslipadedinto eachnodein the simulator Althoughthis
methodof routingviolatesthe speedof light limitation, it representanupperboundon theachier-
able performanceof a routing algorithmdesignedo obtain shortestpaths. The distanceplotted
is the greatcircle distancebetweenthe two terminals. The figure illustratesthat the end-to-end
propagatiordelayin the Teledesicsystemis usuallybelov 100 msif shortestpathroutescanbe
found (fewer than 1% of our datapointsexceededl00 ms, asillustratedby the histogramshavn
in Figure6.5). Also, independenof the distancebetweerthe two terminals,a usermay encounter
anend-to-endlelaythat candiffer by roughly 30 ms, dependingon the particularconfigurationof
the satelliteconstellation.This performanceepresents lower boundon the achievabledelayand
delayvariability thatcanbe provided by a LEO satellitenetwork.

The above routesweredeterminedoy consideringhe instantaneoupropagatiordelays.
We obtainslightly different,suboptimalesultsif we computeshortespathsbasedon minimizing
thehopcount ratherthanpropagatiorelays.In thiscaseasillustratedin Figure6.6for anidentical
setof terminallocationsasplottedin Figure6.4,theperformancéasthesamdowerboundbut there
is a bit morespreadandsomeoutliers. We will explore the differencebetweenthesetwo routing
metricsallittle laterin this section.

Finally, Figure 6.7 illustratesa similar delay scatterplot for the Iridium constellation,
wereit to include cross-seaniSLs (we have includedthem herefor comparisorpurposes).The
delayperformanceof this constellationis similar to that of TeledesiqFigure6.6) in termsof the
lower bound, but the Iridium constellationexhibits highervariability due to the sparsersatellite



97

250 T T T T

200~ m

[

[

o
T
|

Delay (ms)

50

0 | | | |
0 5000 10000 15000 20000

Terminal separation (km)

Figure6.6: Scatterplot of the one-way delay experiencedoy 10,000differentpingsbetweenran-
domlocationson the Earths surface,whenglobalmin-hopshortespathroutingis used(Teledesic
constellatiorconfiguration).

coverage.

Anotherway to obsere the delayvariability is to examineplots of a singlesessiorover
along periodof time. Figure 6.8 plots end-to-enddelay performanceéetweena terminallocated
in New York andonein SanFranciscoover the courseof oneday The datapointsarethe delay
experiencedy a paclet sentevery 60 secondsTheend-to-endlelayvariesover arangeof roughly
23-60ms. Over an 11,000secondiimespanbeginning at time 57,600,the delayis noticeablyin-
creased.Eventhoughthe Teledesicconstellationthat we have consideredusescross-seantSLs,
therearecertaininstance$n the mid-latitudeswherethey cannotbe easilymaintainedwe will dis-
cussthis phenomenoin greaterdetailin Section6.5. At asmallertimescalgFigure6.9),it canbe
seerthatthedelaychangeslowly asthesatellitesmove with respecto oneanotherwhile handofs
somevherealongtheroutecausea stepchangdn thedelayof upto 8 ms. Suchchangesnaycause
paclet reorderingwithin the network. Althoughwe did not experimentwith the performanceof
TCPconnection®ver suchpathsfirst-ordercalculationssuggesthattheamountof pacletreorder
ing dueto thesedelaychangeshouldnot triggerfalsefast TCP retransmissionfor low to modest
transmissiomatest

A similar plot betweenthe sametwo terminalsfor the Iridium constellationis morein-
teresting(Figure 6.10). Sincelridium doesnot emplg/ cross-seaniSLs, wheneer the seamlies
betweerthetwo endpointgwhich happenswice daily), the pacletsmustbe routedover the poles,
causinga large increasen delay Moreover, if a sessionis active acrossthis seamat the critical
handof, the stepincreaseor decreasén lateng will be around60 ms, which cancausea large

1For a1 Mb/s sessiorwith 500byte paclets,a 8 msdelaydecreaseould causeat most2 pacletsto bereordered.
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Figure6.7: Scattemplot of the delayexperiencedy 10,000differentpings,whenglobalmin-delay
shortespathroutingis used(Iridium constellation).

amountof paclet reordering.This kind of delayvariability is inherentin a constellatiorthatdoes
not usecross-seanSLs, andin the caseof Iridium, the stepchangecanbeaslargeas90 ms. Even
without the increasedlelayat the countefrotating seam(presuminghat cross-seanSLs arepos-
siblein sucha constellation)]ridium exhibits muchmoredelayvariability thanTeledesicwith the
delayvaryingfrom 20to 75msin muchlargerdiscretesteps.Thisis adirectconsequencef having
fewer satellitesn the constellationsinceevery routing changehatresultsin a differentnumberof
satellitehopsalsochangeshepathlengthby a significantamount.For example,in Figure6.10,the
clusterof pointsaround20 msis dueto the pathonly traversingtwo satellitehops,while thecluster
of pointsaround80 msresultsfrom certaininstancesn time whenfive satellitehopsarerequired.
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6.3.2 Routing CostMetrics

In globalshortespathcomputationsgelayandhop countaretwo commonlyminimized
metrics.In the satellitemesh,a minimizationof hop count,while potentiallysimpler is suboptimal
becaus¢helinks have differentpropagatiordelaygshortemearthepoles).To studythedegradation
incurredby usinghopcountsnsteadf delayasthecostmetric,weransimulationgor two identical
setsof source-destinatiopairs(again,10,000pingswith the endpointsselectedat random),with
the simulatorconfiguredto computeglobal shortestpathsbasedon link propagatiordelays(min-
delay)on onehand,and hop counts(min-hop)on the other We thencalculatedthe differencein
delayexperiencedor eachping. Figure6.11plots, asa function of the numberof satellitehops,
the averageandmaximumdelaydegradationfrom usingmin-hopinsteadof min-delayroutingfor
aTeledesic-like constellationwhile Figure6.12plotsthesevaluesfor anlridium-like constellation,
againassuminghepresencef cross-seantSLs. Theerrorbarsaroundtheaveragevaluesrepresent
onestandardieviation.

Although on averagethe penaltyfor usinghop countasthe routing metricis generally
belav 10 ms, the maximumdifferencecan be quite high. Theseoutlierswere dueto particular
configurationsn the constellationvheretherewerea multiplicity of minimum hop pathsthrough
the mesh,someof which usedmore (shortdelay)links in the low latitudes,and someof which
usedmore(longerdelay)links in the high latitudes. In theseoutlier casesthe minimumhop path
thatwasfoundfirst wasonethatincludedalot of low latitudesatellites.Figure6.13illustratesan
example(usingthe Teledesiaconstellation)f how two routeswith the samenumberof hopscan
have very differentend-to-enddelays.Anotherinterestingfeatureof the datais thatthe maximum
andaveragedelaydifferencedecreasefor the very largestdistances Furthermorethe difference
betweemin-hopandmin-delaypathsin thelridium systemarenotaslarge,becaus¢herearefewer
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6.4 GeographicAddressingand Cellular Geometry

Theresultspresentedh the previous sectionillustratethe delayperformancef the LEO
constellationsisinganomniscientcentralizedoutingagentrunningshortest-patalgorithms that
immediatelyupdatessachnodes forwardingtableuponatopologychange.As such,theseresults
essentiallypoundthe achievable delay performancen theseconstellations However, sucha cen-
tralizedroutingsystemcarrieswith it acost;namely a highamountof traffic for routingupdatesn
the groundto satellitelinks of the system.In the remainderof this chapterwe explorewhatkinds
of routing algorithmsare possibleif we try to capitalizeon the predictableand (nearly) regular
topologyof LEO networks. In this section we first introducegeographic addressing asa potential
techniqueto achieve betterrouting scalability We concludeby evaluatingalternatvesfor cellular
geometrieon the Earths surface. In the remainingsectionswe will thenexplore two particular
routingdesignshasedbn geographiaddressingndthe cellulargeometrythatwe select.

6.4.1 GeographicAddressingand Mobility

Geographic-basedddressingi.e., including somerepresentatiorof a terminals geo-
graphiclocationaspartof its address)s a haturaladdressindnierarchyfor a LEO satellitesystem
becausaerminalsthatarelocatedcloseto oneanotherarelikely to have their pacletsroutedin a
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Figure6.14: Alternativesfor dividing the Earths surfaceinto cells.

similarway. We considethepossibilitythateachterminalis assigneduniqueaddresshatconsists
of aportion (for conceptuapurposesa “prefix”) thatrepresentshe currentgeographidocationof

theterminal,anda portionthatis globally uniqueto the terminal. The geographigortion of the

addressanbe dynamicallychanged.The uniqueportion of the addresss staticand canbe, for

example,anlP address.

If aterminal changests geographidocation, the prefix can be dynamicallyupdated.
Determinationof a changein geographicrefix canbe relatively straightforvard—if the change
is semi-permanenta postalcodeor GPS coordinatemay be usedto determinethe new prefix.
Alternatively, satellitescould be configuredto broadcasbn a beacona list of legal prefixesfor a
given spotbeam,and a terminal could pick from amongthe setif its prefix wasno longervalid.
However, simply updatingthe addresss not sufiicient; sometype of mobility mechanisnmustbe
implementedhtthenetwork layerfor othernetwork nodeg€o communicatavith themobileterminal,
This couldbe embeddedhn the satellitenodeshemselessimilar to the mobile IP solution[95], or
could be implementedn a mobility databaseipdatedby the mobile terminalsthemseles. The
exacthandlingof terminalmobility is not centralto our researchye merelypoint out thatpotential
solutionsexist andcouldbethe subjectof futureresearch.

6.4.2 Cellular Geometry

If we chooseto represenaiterminals geographidocationby a finite setof addresdits,
we areimplicitly requiringsomekind of cellularstructureonthe Earths suriace.Thereareno strict
requirement®n the cell size;i.e., theredoesnot have to be a precisematchbetweenthe cell size
usedfor addressingand the radiationfootprints of the satellites. Large cells have the benefitof
requiringfewer bitsto representheaddressnd,to theextentthataggreationis successfuliequire
fewer routing table entries. However, larger cells are lessflexible in composingfootprint-sized
regionsin anEarth-fixed cell systempecausehe granularityof wherethefootprintboundariesan
occurbecomegoo coarse.Furthermorecells at the perimeterof a footprint areamay have some
of theterminalssened by neighboringsatellites.This meanghatterminalsin suchcellscannotbe
aggrgatedand mustbe individually representeéh multiple satellites’routing tables. We do not
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Figure6.15: A cellulargeometryconsistingof roughlyequal-sizedrapezoidatells[118].

explorethesetradeofs in detailbecausehey arelargely system-dependerinsteadwe focusedon
cell sizeghatcorrespondoughlyto the“supercell’sizesin theoriginal Teledesigroposalroughly
160by 160km).

We consideredhreealternatvesfor a cellulargeometry Thefirst, a regular squaregrid
superimposedn arectangulamapprojection(Figure6.14a) lendsitself to aneasyconventionfor
addressingells;in particular cellscanbenumberedn suchamanneithatsimplebinaryarithmetic
operationcanbe usedto computeroughdistancesstimatedvetweerthetwo cells. It hasthe draw-
back,however, of non-uniformcell sizesandseveredistancalistortionathighlatitudes.Thesecond
techniqueatesselatiorof a regularpolyhedron(Figure6.14b)suchashasbeendevelopedby GIS
researcherf35], exhibits muchlessdistortionbecaus¢he mappingis largely invariantto the posi-
tion ontheglobe.However, it is difficult to numbertheresultingcellsin suchamannethatdistance
computationdbetweercells arestraightforvard andgeographicallycontiguouscells canhave their
addresseaggr@ated(in particular sucha tesselatiordoesnot lenditself easilyto mapppingonto
alattice). A third techniquds to useacellulargeometryasdescribedy Restrep@andMaral [118].
This approachdividesthe Earths surfaceinto a numberof roughly equal-sizedrapezoidategions,
asshavn in Figure6.15,andhasthe benefitof beingeasilynumberedn two dimensionsvithout
suffering from the distortionsof a rectangulamap projection. First, the surfaceis dividedinto a
numberof latitudinal bandsof uniform height. Secondgachlatitudinal bandis subdvidedinto a
numberof trapezoidalalmostsquare)ells. Fewer cells canbefit into latitudinal bandsat higher
latitudes but aslong asthe constrainbf anintegernumberof cellsis satisfiedthecellsat different
latitudebandsareroughlythe samesize. The cell structureis terminatedat eachpolewith a polar
cap.If wedefinel28latitudebandgincludingtwo polarcaps)anda maximumof 256cellsin each
band,we obtaincells that are roughly the samesize asthe "supercells”in the original Teledesic
proposal18]. We selectedhethird techniquebecausdt is well suitedto a cell numberingscheme
thatwe considelbelown in Section6.6. In theremainingsectionspur description®f anunderlying
cellulargeometrywill referto thisthird technique.
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6.5 Designand Evaluation of a Distrib uted Routing Protocol

In the simulationresultspresentedn Section6.3, all satellitenodeshadaccesgo com-
pletetopologyinformationsothatthey could generatexplicit shortespathrouteson demand.In
practice eitherthis topologyinformationmustbe presentatall nodespr it mustbepresenatsome
centralizedcontrol stationthatperiodicallyuploadscompleteforwardingtablesto eachsatellite,or
approximationganbemade.In this sectionwe exploreonesuchapproximatiorthathasbeenpre-
viously proposedn the literature: whethera geographic-baseaddressingchemeamnay be usedin
adistributedroutingsystemby allowing local paclet forwardingdecisiongo be basedn reducing
somedistancemeasurdo thedestination.

6.5.1 Overview

Performingpaclet routing by usinggeographidnformationembeddedn the addresses
is basedon the hypothesighat,in a LEO systemwith a regular meshtopology a seriesof locally
optimal forwarding decisions(namely routing to the neighboringsatellitethat mostreduceshe
distanceto the destination)will yield a route that is closeto optimal when comparedwith the
globally optimalroute. Eachforwardingdecisionis basednreducingsomemeasuref thedistance
tothedestinationasatellitewith a pacletto routefirst determineds distanceo thedestinationand
thendetermineshedistancefrom eachof its immediateneighboringsatelliteso thedestinationt
is assumedhatlocationinformationfor a satelliteandits immediateneighbords readilyavailable,
andthatdistanceganeitherbe computedn-demandiia binaryarithmeticor lookedup in atable.
A satellitethenroutesa paclet to the neighboringsatellitethat mostreducegshe distanceto the
destination Althoughthis routing stratgy hasbeenpreviously proposedn theliterature[124, 55],
it hasnotbeenworkedoutfully.? In this sectionwe describeour efforts to baseadistributedrouting
protocolonthis stratgy, andthe challengeshatwe encountereéh doingso.

Oneconcepthathasappearedh theliteratureis thatof definingsatellite“virtual nodes”
to simplify routing [84]. The key ideais to adda level of indirectionto the systemby assigning
fixed portionsof the Earths surfacea logical address.Then, by usingthe Earth-fixed cell tech-
niquedescribedabore in Section2.2.1,a satelliteembodieghe virtual nodeabore this fixed Earth
footprint for the durationof time thatit is servingthat footprint. Carriedto the extreme,a static
logical network canbe definedasexemplifiedby Figure6.16,andno dynamicroutingneedbe per
formed. However, this extremecaseimplies a one-to-onemappingbetweenterminalsin a given
cell andthe currentsatelliteservingthe cell, which will leadto a decreaseén systemavailability
for the following reasons.First, terminalsat the very edgesof thesefixed footprints may often
find thatthey couldreceve bettercoveragefrom the satelliteservingthe neighboringootprintthan
from the satelliteto which they areforcedto connect. Secondtherewill be occasionsvhenthe
satelliteservinga fixed footprint will bein the sameline of sightasthe sunandcommunications
areimpossible(this is knovn asa “sun outage”). Unlessneighboringsatellitescantrain a spot
beamonthis locationfor this periodof time, the systemwill becomeunarvailable. Third, sinceuser
densityis highly non-uniformaroundthe globe, it will be advantageougor neighboringsatellites
to train additionalspotbeamson regionsof high density(althoughwe do not considersuchsystem

2We know of one current,commercial,paclet radio network (Ricochet)that usesgeographidnformationto route
pacletsfrom poletopradiosto a gatevay station;however, the network topology over which this is usedis static,and
routingaroundcongestedhodess not performed.
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Figure6.16: A logical network topology: fixed zoneson the Earth’s surfaceareassigned logical
addressandasatelliteservinga particularzoneembodieghelogicalnodeservingthatregion (from
[84]).

optimizationsherein). Oncethe one-to-onecorrespondencbetweerterminalandsatellitevirtual
nodeis broken, sometype of dynamicroutingbecomesecessaryNeverthelessthe satellitevirtual
nodeconcepis usefulif onerelaxestheconstrainthatthefootprintsbefixedonthe Earths surface.
If asatellitefootprint canbe decomposeihto multiple smallercells, then“semi-fixed” footprints
(fixedfor somefinite amountof time beforea handof is neededkanbe composedf thesesmaller
cells suchthat systemavailability is maximized(i.e., the boundariesf the Earth-fixed footprints
candynamicallychangeasneeded).

As we discussin the next section(Section6.6), a routing architecturedbasedon central-
izedroutingmay be preferredto onebasedon distributedroutingfor seseralreasonslf, however,
geographic-baserbuting were to be simple and rolbust enoughto be easily deployed in a LEO
system thenit would have certainadwantagever centralizedouting; namely a reductionin the
amountof messageverheadbetweenthe groundand satellites,and smallerrouting tables. We
thereforewere seekingto explore this routing conceptfurther by designinga robust, distributed
routingprotocolsimpleenoughto be anattractve optionwhencomparedvith centralizedouting.

6.5.2 Construction of a Distrib uted Routing Protocol

In this section,we describeour constructionof a distributed routing protocolbasedon
the above hypothesisand evaluateits performance. We first describethe basictechniqueandour
performancametrics. Conceptuallythe distributed geographicouting protocolis straightforvard,
but in applying the conceptto real constellationsve requiredcertainenhancementtor correct
performance.We describetheseenhancementsyhich include supplementinghe protocol with
locally-scopedshortespathinformationarounddestinationsndspecialhandlingof pacletsin the
high latitudes.Finally, we discusghe performancef this overall routing stratgy.

We implementedthe basicprotocolin the ns simulator Specifically we assumedhat
eachsatelliteknew thecell thatcontainedts nadirpoint, andthecorrespondingadirpointingcells
of all of its neighboringsatellitesto which it hadactive ISLs. Whena satellitereceved a paclet
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for adestinatiorterminalthatit did notsene, it computedhe great-circledistancefrom the center
of its cell to the centerof the destinationcell, andlikewise computedhe distancefrom all of its
neighboringsatellitego thedestinationlf oneor moreneighboringsatelliteshada smallerdistance
to thedestinationthe satelliteforwardedthe paclet to the satellitethatmostreducedhedistanceo
thedestinationptherwisethe paclet wasdropped.

We evaluatedthe routing protocolperformancaisingthe following approachwe repeat-
edly picked two pointson the globeat random,andtried to routetwo pacletsbetweerthem. The
first paclet wasroutedusinga global shortest-pattalgorithmbasedon minimizationof the prop-
agationdelay of the route. The secondpaclet was routedvia the distributed protocol basedon
geographic-baseplaclet forwarding. We wereinterestedn two performancenetrics: the robust-
ness, as measuredy the ability to avoid routing “dead-ends’(and hencepaclet drops),andthe
delay degradation of thegeographically-baserouteascomparedvith the optimalroute. We there-
fore calculatedhedelayexperiencedy bothpacletsif theroutingwassuccessfulor bothpaclets,
andnotedary routingfailuresfor pacletsusingthe distributed routing failure (the pacletsrouted
by usingglobally-optimalshortespathswerenever dropped).We choseto simulatea large setof
randompointsratherthanuseanexhaustve combinatoriakearchbecausehelatterwould have re-
quirecheckingfor successfutoutingfrom eachcell to every othercell (anO(n?) operationwhere
n is on the orderof 20,000)at eachpointin time (or a setof discretepointsin time for which the
topologyis assumedtaticfor a certaintime intenal). Unfortunately this discretizedstatespace
is very large for commerciallyproposedopologies,andthe exhaustve searchis computationally
infeasible .Neverthelessaswe shav below, usingalarge numberof randontrials wassuficient for
evaluationpurposedecausdé exposeda numberof weaknesseis theapproach.

Regardlesof the delayperformancea fundamentatequiremenbdf our protocolwasro-
bustnesspr the avoidanceof droppedpaclets due to routing dead-ends.As we describein the
following threesubsectionsywe encountere@ numberof difficultiesin achieving this robustness.
First,in a polarorbiting constellationgeographiaoutingfrequentlybreaksdown very neara des-
tination. Second,in the polar regions, the regular meshtopology is disrupted,againleadingto
dead-ends Finally, at the countefrotating planes,the geometryof the orbits causesa large tear
in the meshtopology The next three subsectionglescribeour efforts to engineeraroundthese
problems.

Locally ScopedShortestPath

In a perfectly regular meshtopology in which destinationterminalswere always con-
nectedo theclosessatellite geographic-basquhclet forwardingwould neverresultin adead-end.
However, sinceLEO satellitestypically have overlappingfootprints(sincecoverageredundang is
inherentin polarorbiting constellations)the geographidorwarding may breakdown, as canbe
seenby the exampleshavn in Figure6.17. In the figure, a paclet routedfrom S (connectedo
satellitel) to D (senedby satellite6) proceedwvia geographicoutingto satellite4. At this point,
however, satellite4 cannotroutethe paclet to ary of its neighboringsatelliteswithout increasing
the distanceto the destination.By forwardingto a satellitethatincreaseghe distanceto the des-
tination, we openthe possibility for a routingloop to be formed, and althoughtechniquesanbe
usedto prevent pacletsfrom beingforwardedbackto a previously visited node(suchasencoding
the history of the traversedroutein the paclet header)we still cannotguaranteghata paclet so
forwardedwill eventuallyfind theright egressnode.
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Figure6.17: Hybrid routingstratgy basedn geographigaclet forwardingfor distantdestinations
and locally-scopedshortestpathrouting for local destinations.The figure denotesa subgraphof
the satellitemeshanda hypotheticalpaclet trace. A paclet sourcedat S is forwardedbasedon
geographidgnformationto thesatellitenumberedt. Satellitesuseshortest-pathoutinginformation
to completetheroutingto destinationD, whichis senedby satellite6.

Our solutionwasto usea locally-scopedshortespathalgorithmto completethe paclet
forwardingproces<loseto the destination.We implementeca basiclink-staterouting algorithm
suchasis describedn [109]. Insteadof floodingeachlink statepaclet (LSP)to every node,how-
ever, wefloodedanLSPonly asfarastheroutingradiusfor agivensatellite. Theroutingradiuswas
determinedsuchthatit coveredevery possiblesatellitethat could potentiallysene the destination—
typically two hopswassuficient for the Iridium constellationandtwo or threefor Teledesic.The
flooding protocolmakesuseof paclet numberdo suppressransmissiorof duplicates Eachsatel-
lite thereforehada mapof a subgraptcenterednitself. Whencomputingroutes the satelliteused
only thoseL SPsfor whichit hadrecordsandcomputedoutesonly asfar asits own routingradius.
In otherwords,evenif a satellitehadthe LSPsavailableto computeroutesto a destinatiorfurther
away thanits routingradius,it did notdo so(becauseachsatelliteis only ableto guaranteéaving
currentLSPsfrom a numberof hopsaway equalto the routingradius). The routing radiuscanbe
controlledby a TTL field in therouting protocolheaderAs anexample,Figure6.17illustratesthe
casefor which the routing radiusis two hops,andthe dashedoundaryaroundsatellite6 denotes
thoselinks and nodesthat are usedin satellite6’s routing computations.The protocoltherefore
requiresa hybrid approachthat usesgeographic-basedaclet forwardingto get a paclet in the
vicinity of a destination,and shortestpathroutingto finish the final few hopsto the destination.
Suchasolutionis alsorecognizedy MaugerandRosenbeag [84], in thattheauthorgproposdo re-
solve theinherentiast-hopambiguityaroundadestinatiorby floodingthis connectiity information
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with neighboringsatellites.However, they do notdiscusshow to make useof this informationin a
routingalgorithmor how farto propagatehis informationaroundthe destinationWe would prefer
to avoid a purefloodingapproactbecaus®f the bandwidththatit would require.

Let usdiscusgherohustnessaandcompleity of this approach.n general routingloops
can form whene&er nodesmake routing decisionsbasedon inconsisteninformation. Transient
loopsarepossiblein ary dynamictopology but we canstill strive for a protocolthat corvergesto
correctroutesin finite time after ary topologychange.In our case,sinceall routing information
is locally-scopedgeachnodehasa slightly differentview of the network topology which canlead
to the following problems.First, if differentnodeshave differentroutingradii, it may be possible
for staleroutinginformationto persist. For example,considersatellite A with a routing radiusof
two hopsandsatellite B with a radiusof threehops,andassumehatsatellite A is initially within
two hopsof satellite B. If the topology changesaindsatellite A movesto threehopsaway from
satellite B, satellite A’s LSPswill nolongerreachsatellite B. However, satellite B canstill route
to (andthrough)satellite A basedon satellite A’s LSP becausesatellite A is within satellite B's
routingradius.Secondwe mustpreventthe occurrencef routingloopsthatcouldform if apaclet
entersa locally-scopedouting radiusof a destinationandis somehw subsequentlyorwardedto
a satelliteoutsidethe routing radius. Third, it is well known thatif differentnodesusedifferent
routingmetrics(suchasdynamicallyadaptingo congestiorbasedn local information),loopsare
possible. This last problemis a generaldynamicrouting problemand canbe avoided by making
surethatall nodesusethe sameroutingmetricandhave up-to-datdink costs.

The key to avoiding suchrouting loopsis for eachnode,when constructinga path, to
considetheroutingradii of all of thenodesalongthepath,andto ensurghatstaleroutinginforma-
tion is successfullypumedfrom eachnode. Thefirst goal canberealizedby requiringsatellitesto
adwertisetheir own routingradiusin their LSPs. Furthermorewe modifiedthe shortespathalgo-
rithm to constructtompletepathsto the destinatiorandto checkwhetherthe satelliteconstructing
sucha pathis within theroutingradiusof all nodesin the path. For example,considersatellite A
usingits gatheredouting informationto constructa (shortestlpathto D throughsatellitesB and
C (A = B = C = D). Threeconstraintsnustbe satisfiedfor satellite A to considerthis alegal
route:

1. SatelliteD musthave aroutingradiusof atleastthreehops.
2. SatelliteC musthave aroutingradiusof atleasttwo hops.
3. SatelliteB musthave aroutingradiusof atleastonehop (trivial).

If theseconstraintaresatisfiedthensatellite A canbe sure(asidefrom the possibility of transient
loopsdueto topologychangesjhatif A forwardsa pacletfor D throughB, thatit will notreceve
thepacletagain.Thisis becausefor adownstreamrmodeto forwardthe paclet backto A, thatnode
musthave madea calculationthat A lies onits shortespathto D, whichis a contradictionbecause
if so, A would have originally pickedthe remainderof this pathto D to begin with. Notethatthis
approachalso precludeghe troublesomepossibility identified above that a paclet may leave the
shortest-patimouting radiusonceit enters. Furthermorewe do not guaranteghat the actualpath
followed will matchexactly the pathpredictedoy anupstreanmode,but if the actualpathdoesin
factchangedownstreamit will do soonly in amannerthatdoesnotincreasehetotal pathcost.
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Figure6.18: View of the Iridium topologyabore the North pole. Satellitesclosestto the pole have
interplanelSLs turnedoff. The“polar region” is boundedby the setof satellitesclosesto the pole
thathave all of theirinterplanel SLs actie.

With this approachyve still mustmake surestaleinformationis pumgedfrom the system.
LSPupdatesill naturallypurge staleinformation,exceptif anodedynamicallydecreasetts rout-
ing radius.In this case the nodeneedgo make surethatits old LSPsareexpungedrom all nodes
atthe peripheryof its routingradius.

As for complity, althoughthis approachrequiresmplementatiorof ashortest-patipro-
tocol,the processinggndmemoryoverheads significantlyreducedy scopingthe LSPpropagation
(andhence the stateinformation)to a smallregion aroundeachsatellite. The modificationsto the
shortespathalgorithmdiscusse@bore do not significantlyincreasets compleity.

Geographidorwardingbearssomeresemblanceo the Landmarkroutinghierarchy{133]
in that paclets at locationsfar away from a destinationareroutedin the generaldirectionof the
destination,but unlike the Landmarkhierarchy there are no nodesfor which every nodekeeps
preciserouting information. In fact, this geographic-baseabuting stratgy is not hierarchicalin
thetraditionalsenseéout is insteada hybrid approactbetweershortespathroutingandgeographic
forwarding. Anotherhybrid routing protocol,the ZoneRoutingProtocolfor ad-hocnetworks[53],
alsomalesuseof routingzonesaroundeachnodefor localtraffic, but routesfor distantdestinations
arequeriedon demandratherthanobtainedby usinggeographiénformation.

Routing in Polar Regions

As statedabove, therouting radiusis definedasincluding all thosesatellitesthatcanbe
obseredabore theelevationmaskof aterminal.In addition,theradiusmustbe extendedvheneer
thereare breaksin the topology In the high latitudes,the interplanelSLs mustbe deactvated,
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Figure6.19: lllustrationof theintersectiorof countefrotatingplanes.

andfor a paclet to reacha satellitethat hasits interplanelSLs deactvated, the paclet mustfirst
be routedto a satellitein the sameplanebut at a lower latitude. As a result, geographic-based
paclet forwarding canbreakdown several hopsaway from the eventualdestination.This implies
thatwe shouldincreasegheroutingradiussuchthatall satellitesn thepolarregion canobtainLSPs
for all othersatellitesin the polarregion. However, sucha radiusis suficiently large (five or six
hopsin our simulations)thatit would spill over significantlyinto the lower latitudes,increasing
the amountof routing staterequiredon eachsatellite (the amountof routing staterequiredgrons
roughlyquadraticallywith eachhop). To compensatéor this, we developeda specialroutingzone
for thepolarregionsthatspecificallylimited the scopeof polararearoutinginformationto thepolar
region.

Thekey is to properlydefineanddynamicallyidentify thepolarregion. Figure6.18illus-
tratesaview of thepolarregionfrom directly above therotationaxisof the Earth,in which satellites
nearthepolesdo nothave theirinterpland SLs turnedon, while satellitesatlower latitudesdo have
interplandSLs. Thelridium topology with anorbitalinclinationof 86.4degreesjs plotted. We de-
fine the polarregion asincludingall satelliteshathave oneor moreinterplanelSLs turnedoff (the
POLAR satellites)aswell asall satelliteghatborderthe POLAR satellitegthe POLAR BORDER
satellites).If we defineathird state(LOW_LATITUDE) thatincludesall othersatellites,t is easy
for eachsatelliteto determinewhich stateit is in by simply examiningthe stateinformationof its
neighboringntraplanesatellites Satellitescanpropagatestateinformationto their neighborausing
the sameprotocolasfor propagatind-SPs(sincestatechangesare generallycoincidentwith link
statechangesaryways). The key, then, is to extendthe scopeof LSP propagatiorof a satellite
to the entire polarregion in additionto the normalrouting radius. Any pacletsdirectedtoward a
destinatiorin the polarregion will eventuallyfind a satellitein this polarregion, andthenshortest
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Figure6.20: An illustrationof how deviationsfrom purepolarorbits causehelatitudeat whichthe
counterrotatingplanesintersecto degrade. This plot assumes 15° degreeplaneseparatiorsuch
asusedin the Teledesidesign.

pathrouting cantake over. Basically LSPsthat mustbe floodedto the entire polarregion canbe
indicatedby a bit in the header Satellitesexpungethis extra stateinformationwhenthey leave the
polarregion,andannounceheir departurego theremaindeiof the polarregion sotheir LSPscanbe
expungedrom therestof thepolarsatellites.

We alsousedhis stateinformationto “tunnel” pacletsto outsideof theroutingradius.If a
pacletis sourcedy aterminalconnectedo a POLAR satellite andthepaclet destinatioris outside
of the polarregion, thenthe paclet will ultimatelybe routedto oneof thetwo POLAR. BORDER
satellitesin the sameorbital plane. Therefore the satelliteshouldusethe locationinformation of
thetwo POLAR_ BORDERSsatellitesn computingtheforwardingdirection,insteadof thelocation
of theimmediatelyneighboringsatellites. This locationinformationcanbe easilyprovided to the
POLAR satellitesfor suchcomputations.

Although constructinga specialpolar routing radiusincreaseghe amountof statekept
by satellitesat higherlatitudes,andaccountdor a increasednessag@verheadn thatregion, this
increases offsetby thefactthatthenormaltraffic densityin thepolarregionis likely to beextremely
light. In the Teledesia@onstellationthe polarregionscontainedapproximatelylOOsatelliteg(50in
eachregion), while the Iridium polarregionscontainedoughly 36 of the 66 satellites.

Problemsat the Seams

Althoughhandlingthe polarregionsandthe regionsaroundthe destinationsequiredad-
ditional protocol, we were ableto eliminaterouting dead-endsn our experiments. However, a
third problempresentednore of a challenge.As mentionedabove, the countesrotating planesin
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Figure 6.21: Averageand maximumdelay differencebetweenusing geographidorwarding and
minimum-hopshortestpathrouting asa function of terminalseparatior(Teledesicconstellation).
Error barsdenoteonesamplestandardieviation from the samplemean.

a polarconstellatiorform a“seam. It is possibleto establisnSLs acrosgthis seam althoughthe
link acquisitionandsynchronizatiorassociatedvith theselSLs are muchmoredifficult thanwith
interplanelSLs. However, the meshis distortedin this region. First, asdiscussedbove, thereis
only oneISL per satelliteacrossthe seam sincethe secondSL will be usedto acquirethe next
satellitebeforehandwer occurs. Thereforethereis a paucity of links availablein this region. A
more significantproblem, however, is that the (non-polar)inclination angleof the orbital planes
causeghe two countefrotating planesto intersectat a muchlower latitudethanthe otherplanes.
This effectis clearlyvisible in Figure6.19for Teledesiqwhich plansaninclinationangleof 84.7
degrees)wherethetwo planesntersecttalatitudeof approximatelyp4 degrees If welet: denote
theinclinationangleof theorbital planesands denotethe spacingetweerplanesthenthelatitude
atwhichthecross-seamplanesntersecis givenby arctan(sin(s/2) x tan(z)). This relationshigs
plottedin Figure6.20for aninterplaneseparatiorof 15 degreesasis plannedfor Teledesic.As a
result,the cross-seaniSLs mustbe switchedoff at a relatively low latitude (actually probablyno
higherthan45 degrees) which causes tearin the ISL connectiormesh. Regardlessof whether
geographidorwardingis usedor not, this appeargo be a dravbackto usinganorbital inclination
anglethatdeviatessignificantlyfrom 90 degrees.However, launchingsatellitesinto a purely polar
orbital planeis consideredo be prohibitively expensve, andtheseinclination anglesmay be the
bestthatareeconomicallyfeasible.

Althoughwe tried varioustechniquegall basedn distributedprotocols)o tunnelaround
thistearin thetopology we werenot successfuin finding onethatwasreasonablgimpleto imple-
ment. Evenwhenwe constructedunnelsaroundthesetearsin the topology we could alwaysfind
casedor which thehybrid routingprotocolfaceda dead-endThesedead-endarelikely to persist,
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atleastintermittently for aslong asthe seamseparatethe two endpointgwhich could be hours).
We notealsothat similar dead-endsirelikely to occurwhenthereareothertearsin the topology
dueto satellitefailures,which we did notinvestigate In summarywe werenot successfuln guar
anteeingherobustnes®f ageographic-basewutingin the presencef acountefrotatingseantor
the TeledesicandIridium constellatiortopologies. The solutionto this routing problemseemso
requireassistancéom acentralizedoutingsystemperhapsn theform of judiciousinstallationof
(severalhop) paclettunnelsacrosghe seam.

6.5.3 Performance

Despitethe routing breakdavns dueto the countefrotating planes,we did find that, on
averagethe delay performanceof our hybrid protocolwas comparabldo that of min-hopshort-
estpath. Figure6.21plotsthe averageandmaximumdelaydifferencedetweergeographic-based
forwarding and min-hop shortestpath routing for the Teledesicconstellation. Figure 6.22 plots
the averageand maximumdelay differencedetweengeographic-basefrwardingand min-delay
shortespathroutingfor the TeledesiconstellationThedatais dravn from anexperimentof 10,000
randomterminallocations.Threecasesvererun with the samesetof terminals:the hybrid routing
protocoldescribedibore (whichusedocally-scopednin-hoprouting)globalmin-hopshortespath
routing, andglobal min-delayshortespathrouting. We thentook the resultsfrom the hybrid pro-
tocolandcomputedhedelaydifference point-by-point,betweerthatprotocolandeachof thetwo
shortespathprotocols.We have collatedthe datapointsinto 1000km bins beforeperformingthe
averagege.g.,pointnumberl onthe z axislists the resultsfor distancedetweenl000and2000
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km). Eachsatelliteuseda routing radiusof 2 hopswhile belov 45 degreeslatitude,and 3 hops
while abore (to reducethe occurrencef routingdead-ends)The main pointsto considerarethose
abore 5000km, for thosearethe onesfor which a paclet musttraverseoneor moregeographidor-

wardinghopsbeforehitting theshortespathroutingradius.In additionto the averageswe tracked
the maximumdelaydifference(penalty)from usingthe geographic-baseafotocol,ascomparedo

thedelaysobseredby min-delayrouting.

We notefrom thefiguresthat,on averagethegeographigoutingis comparabléno more
thanabout3 msworse)to min-hopshortespath,but is roughly5-10msworsethanmin-delayshort-
estpathrouting. Suchanincreasen averagedelaywould probablynot be consideredsignificant
to LEO network users.However, the maximumdelaydifferencesanbe very large (up to 55 ms),
andarefrom asmallsetof outliers. Thesepointsoccurnearthe poleswhenthe geographicouting
initially bringsthe paclet closeto thedestinatiorin termsof distanceput farawvay from it in terms
of topology andit consequentlynustberoutedbacktowardsthe particularorbital planecontaining
thesatelliteservingthe destination.

6.5.4 Summary

In this section,we have studiedwhetherusinggeographic-baseaddressesanenablea
simpledistributedroutingprotocolbasedn reducingthe geographidistanceo a paclet’s destina-
tion. Althoughthedelayperformancef thehybridroutingprotocolthatwe designedvasadequate,
therobustnesdn termsof avoidanceof routingfailureswasnot. We encountered numberof diffi-
cultiesin makingthethisroutingapproachohust: i) theredundang in coveragearoundaterminals
destinatiorrequiressomeform of locally-scopedoutinginformation,ii) theregularmeshstructure
is disruptedn the polarregions,requiringa specialprotocolto efficiently handletheroutingin that
area,andiii) the countesrotatingplanesin polarorbiting constellationsntersectat a low latitude,
preventingthe establishmenof cross-seanSLs in alargeregion andtherebycausinga tearin the
topology Becauseve werenot successfuin establishingohbust routingwhentherewereno node
or link failures,we did not investigatethe effects of suchfailures; however, we notethat sucha
distributed routing protocolwould also needto be robustin the faceof suchequipmentfailures.
We have concludedhat, for polarorbiting constellationsbasinga distributed routing protocolon
geographidorwardingis proneto eitherfailuremodesor high compleity.

6.6 Centralized Routing Performance

Recallthat our main designgoalsfor a LEO paclet routing architectureasidefrom the
basicgoalsof correctnesandroutecompletionareaminimizationof spacecrafhardwarerequire-
ments(memoryand processing)a minimization of routing traffic, and robustnessn the routing
algorithms. A distributed routing protocol offers the opportunityto minimize messagexchange
betweertheground-basedetwork operationsenterNOC) andthesatellitesput thisminimization
typically comesat a costof increasingooth the amountof messagéraffic thatmustbe exchanged
betweensatellitenodesandthe processingequiredto consumethis routing information. In the
previous section,we shaved that one suchdistributed protocol, basedon geographigaclet for-
warding, presentecsomesubtledifficulties whenappliedto commercially-proposegolarorbiting
constellationsln this subsectionwe considetthealternatve of a centralizedoutingarchitecture.
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A centralizedrouting systemwould consistof a ground-basedoute computationcenter
that frequently uploadsforwarding tablesto satellites. This approachmay be preferableto dis-
tributedroutingfor threemainreasonskFirst, all of thetopologyinformationwill alreadybelocated
ata centralizedocationthat performsadditionalfunctionssuchasmediumaccessadmissiorcon-
trol andnetwork managementMoreover, this informationwill generallybe availablein advance
of thetime neededbecauseamary topologychangesre predictable.Secondtherewill be a need
to communicatewith eachsatelliteon a regular basisto performothercontrol functions,suchas
dynamicallyadjustingthe scanningbeampatternsof eachsatellites antennas.Third, centralized
routing more readily permits sophisticatedouting algorithmsin the network. For instance the
traffic load may evolve in sucha mannerthat load balancingwithin the satellite meshbecomes
necessarya centralizedouting systemwould bemoreeasilyupgradable.

Althoughcentralizedoutingreduceghe spacecrafprocessingequirement®y requiring
thatit only lookupnext-hopinterfacesandnot computeanddistribute routinginformation,it is still
importantto reduce) theamounif routinginformationthatmustbesentto thesatellitesandii) the
sizeof satelliteroutingtablegwhich,in theworstcasecouldrequireontheorderof amillion entries
if no hierarchyor tableaggreationis used).In this section we describéechniguesagaincentered
on the conceptof geographic-baseaddresseshat may be usefulin meetingboth goals. First, we
describein moredetail the cellular structurethat we useand presenta numberingschemethatis
optimal from the standpoinbf aggregatingcontiguouscells. Next, givensucha cellular structure,
wefocusonwhethemwe cantake advantageof temporalandgeographiconsistencies therouting
tableto reducethe amountof routing informationthat mustbe dynamicallyuploaded.Finally, we
explorethe problemof actuallyperformingthe aggreationof geographicallycontiguouscellsinto
asmallnumberof routingtableentries.

6.6.1 Cellular Structure and Addressing

We describedaborein Section6.4a cellulargeometryintroducedoy RestrepandMaral
basedon roughly equal-sizedrapezoidalcells (Figure 6.15), and we have patternedour cellular
geometryaftertheirs. Onedifferencein our geometryis thatwe requirethatthe numberof cellsin
eachlatitudinal band(asidefrom the polar cap) be an integer multiple of four (a corveniencewe
take adwvantageof asdescribedn the next paragraph).Further we requirethat cells be no larger
thanthosein the bandakutting the equator If therearen cellsin this first latitudinal band,then
the baseof eachcell in this bandis B = 40,074/n km, where40, 074 km is the circumferencef
the Earthat the equator To first order(assuminga sphericalEarth),the heightof eachcell in each
bandis also B. In eachlatitudinalband,then,let C' denotethe circumferenceof the baseof the
latitudinalband(e.qg.,for thefirst band,C is the circumferencetthe equator) Therearethen4 x k
cellsin thelatitudinalband,wherek is the smallestinteger satisfying: C/(4 *« k) <= B. Thelast
latitudinalbandis asinglecell (“polar cap”). By pickingn = 256, we obtaincellsroughlythesize
of the original Teledesicsupercelldesign[18], anda total of 21,352cells of approximatelyequal
area(with basegangingfrom 156.5t0 146.3km at all latitudesexceptthosevery nearthe poles,
anduniformheightof 156.5km). In generaln couldbeary integer, but thereis a codingefficiency
gainedif n is apower of two.

Our next stepis to mapthis (spherical)cellular structureto a rectilineargrid, to facili-
tate addressaggregation. We will thenusethe grid for addressingn latitudinal and longitudinal
directions. We can map a rectangulagrid of sizen by n/2 onto the cellular geometrythat we



117

Figure6.23: Exampleof the cellular numberingstrat@y in onedimension. Two potentialsize-4
aggre@ationsareillustrated.

just described For latitudinal bandsnearthe equatoy thereis a one-to-onemappingbetweergrid
pointsandcells. However, if the numberof cellsin a latitudinal bandis lessthann, thensome
cellsin thatbandwill have morethanonegrid point mappedntothem. In this case pour mapping
strivesto distribute theseredundangrid pointsuniformly aroundthe latitudinalband.For example,
if (4 k) = 252, we have four redundangrid points. Every 63rd cell, then,would have two grid
pointsmappedntoit insteadof one. The polarcapwould have 256 gridpointsmappedontoit. In
total, 32,768grid pointswould mapto 21,352cells. Theresultof this mappingis that,if we number
the gridpointsin two dimensiongcorrespondingoughly to a latitude andlongitude),cells along
theglobethatfall onthe sameongitudinalline will have roughlythe samedongitudinalcomponent
in theiraddresses.

We mustnext numberthesegrid points. The grid point (andhence,cell) numberswill
thenform the geographigrefix portion of the terminaladdress.In the caseof cells with more
than one prefix, all terminalscanbe assignedo one of the prefixesin the set. Sinceour aim is
to aggrgategeographicallycontiguouscells, it will helpif adjacentellsonthe grid have similar
addressesWith this conceptin mind, we decidedto usethe principlesof Gray encodingusedin
digital modulation115]. A Graycodeis afunctionG () of integersi rangingfrom0 < i < 2V —1
thatis one-to-oneandfor which the binary representationf G(i) andG(:i + 1) differ by exactly
onebit [114]. Thetwo dimensionganbenumberedndependently8 bits perdimension).

Figure6.23is anexampleof this numberingschemeppliedto 16 cellsin onedimension.
Thefigureillustratestwo examplesof blocksof four cellsbeingaggregatedinto a4 bit routingtable
entry and4 bit (non-contiguoushpit mask. Suchan aggregationwould be usefulif, for example,
pacletsfrom a given satellitewereforwardedover the sameinterfaceto eachcell in the block; the
routing tablefor that satellitewould only requirea single (addressmask)entry In generalnon-
contiguoushit masksare deprecatedn the assignmenof IP subnetmasksbecauseahey preclude
the useof certainlookupalgorithms[91]. However, we considemusingthemin our caseif we can
obtainalarge reductionin the numberof tableentries.

We now prove that this methodof numberingof cells is optimal, from the standpoint
thatit offersthe mostopportunitiesfor addressaggrgationsof variousblock sizesacrossvarious
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cell boundaries We considerthe numberingof cellsin onedimension asthe two dimensionsare
orthogonal.Consider2® = n cellsdefinedby & bits, wherek is a naturalnumber Definea mask

level I, wherel < k isthenumbernf masledbits. With [ bitsmasled,therearetherefore2®— unique
addressepresentationgachof which areof size2! cells. Note thatthereare also potentially 2*

possiblewaysto partitionthe spaceof n cellsinto 2¥— contiguousblocksof size2! cells(i.e., there
are2! locationsto draw the block boundaries).Our goal is to maximizethe numberof possible
partitionsthatconsistof contiguouscells, soasto maximizethe subnettindlexibility .

Lemma6.1 At mask level I, there are at most two ways to partition the cells into blocks of 2!
contiguous cells such that the blocks can be aggregated. In particular, at mask levels 0 and &, there
isonly one possible partition.

Proof: For the sale of discussionassumehatadjacentells arenumberedsequentiallyfrom zero
ton— 1, startingfrom somearbitrarycell; thisnumberings notnecessarilyelatedto theaddressing
bit assignmentd-or = 0 thereareno bits maskedandthereforeno aggr@ationsarepossible For
[ = k, all bitsaremasled,andthereis only onepartition,which containsavery cell. For0 < [ < k,
we proceedasfollows.

Assumethat at masklevel [, cells are addressedn sucha mannerthat there exists at
leastone partitioningof then cellsinto contiguousblocks of size2! cells. Consideran arbitrary
partition that starts,without loss of generality at cell 0. The partition boundariesielimit setsof
cellsidentified by the uniquecombinationof £ — [ non-maskbits. Note thatamongthe masled
bits, eachbit musthave an equalnumberof onesandzerosacrosseachcontiguousblock, because
the masled bits mustrepreseng' cells uniquely Also, notethatamongthe unmaskd bits, each
bit musthold the samevalue acrossa contiguousblock. Next, considerthe sameaddressingbut
with a secondpartitioninginto contiguousblocksof size2' cells, acrosdifferentcell boundaries.
To obtainthis partition, we mustunmaskone or more maskbits, and maskthe samenumberof
previously non-maskd bits. Again, for this to beavalid partition,we requirethatfor eachmasled
bit, theremustbe anequalnumberof zerosandonesacrosshe contiguousblock. However, since
atleastoneof thesenewly masled bits waspreviously unmaslkd,andhencehadthe samevaluein
blocksfrom the old partition, the new partition boundariesnustbe offset by the original partition
boundariedy exactly 2/~! cellsin orderfor the zerosandonesdensityto work out. Furthermore,
by thesameargumenttherecanbeno furtherpartitions.m

Theorem 6.1 The method of Gray encoding of cells described above is optimal for aggregation of
contiguous cells.

Proof: At eachmasklevel 0 < | < k, thereare exactly two waysto partition the blocks of 2!
cells: oneon cell boundariesf {0,2!,2 * 2!, ..., (2¥=! — 1) x 2!}, andthe otheron cell boundaries
of {2071 20 4 21=1 25 20 4 21=1 (2k=1 _ 1) x 2! 4 2!=1}. By Lemmal above, this achievesthe
maximumpossiblepartitioning.m

6.6.2 ReducingRouting Table SizeUpdates

Giventheabore cell numberingschemewe next seekto reduceheamountof bandwidth
consumedy a centralizedrouting systemthat periodicallyuploadsforwardingtablesto satellites.
A key assumptiorfor this partof our work is that the satellitenetwork topologyis held staticfor
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Figure6.24: Comparisorof temporalandgeographiconsisteng of forwardingtablesacrosgopol-
ogy stateqTeledesiconstellation).

a certaintime intenal, 3 andthat routescanbe precomputean the basisof anticipatedtopology
changes.An Earth-fied cell system(describedabore in Section2.2.1),in which ISL topology
changesrealsoconstrainedo occuronly at certaintimes,is oneexampleof sucha system.The
systencanthenbethoughtof asmaoving througha (possiblyerylarge)setof discretestatesgachof
which hasa statictopology(not consideringunexpectedopologychangeslueto link or equipment
failures). If the systemtopologyis not approximatelystaticfor a reasonabléntenal (e.g.,tensof
seconds)thenthereis little hopeof constructinga low overhead)ow lateng centralizedrouting
system.

A satelliteforwardingtableshouldcontainenoughinformationto forward pacletsto ary
terminalin the system,becauseapproacheshat requirequeryingfor routeson demandwill be
too slow for a broadbandsatellitesystemeven at LEO altitudes. Terminalsin cells distantfrom a
given satellitecanbe aggregatedinto a single cell entry basedon their prefix, while terminalsin
nearbycellsmayrequireindividuallistingsin theforwardingtablesif differentsatellitesareserving
terminalsin acell. In this subsectionywe focusontechniquesisedto reducegheamountof message
overheadequiredto populatecorrectforwardingtableson-boardhe satellites.

Rathetthanuploadcompletelynew forwardingtablessachiimethestatechangesye have
investigatedwo techniquegimedat minimizing theamountof informationthatmustbe uploaded.
We seekto capitalizeon the following two propertiesof theforwardingtables:

Temporal consistency:lf only afew entriesin theforwardingtablechangebetweerstatesthena
centralizedoutingsystemcanusedeltaencoding(sendingonly the changecdentries).

3By static,we meanthatthelSL topologyis unchangedandthatintersatellitehandofs of terminalsareminimizedor
avoided. Terminalsmaybe connectedr disconnectedb the systemat arbitrarytimes.
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Geographic consisitency: We shaved in the previous sectionthat basinga distributed routing
protocolcompletelyon geographic-basepaclet forwarding decisionsis fragile. However,
if this core paclet forwarding techniquecould be supplementedby additionalforwarding
instructionsfrom a centralizedrouting systemthengeographidorwardingcouldbe usedby
defaultandonly thoseforwardingentriesneededo overridethe geographidorwarding(i.e.,
entriesfor which the centralcontrollerdetermineghatthe satellitewould otherwisemale a
baddecision)needbe uploaded.

We investigatedhe potentialfor both of thesetechniquedy studyingthe forwardingta-
blescreatedby min-delayshortesipathrouting for a representate Teledesicsatelliteasit moves
throughits orbit. Usingthe cellular structuredescribedabore, we assumedhat the topologymay
be held staticfor the intenal definedby the time requiredfor the satellites nadir point to traverse
acell (26.5seconds).In a real system the topology may be held staticfor longerthanthis inter
val (dependingon the steeringcapabilitiesof the spacecraf§ antenna)but thereappearso be no
adwantageto makingthe intenal shorter We computedcompleteforwardingtablesat every state
(64 intenvals from the equatorto the north pole) by placinga terminalin eachof the 21,352cells
in our cellulargeometry For eachcell, we comparedhe forwardingtableentry with the forward-
ing decisionthat geographidorwardingwould have made(geographiaonsisteng) andwith the
entry from the last state(temporalconsisteng). The resultsare shawvn in Figure6.24, wherethe
fractionof matchegamongthe 21,352cells)arerecordedor eachstate. Thefigureillustratesthat
thetemporalconsisteng is generallyquite high, generallyrangingfrom 0.7 to 0.95;i.e., forward-
ing entriesdont changemuchfrom stateto state. Therearea coupleof exceptions however. At
stategt5and51, theconsisteng from states#4 and50, respectiely, is muchlower. Thisis because
thefirst two, andthenthe lasttwo of the satellites interplanelSLs wereshutdowvn betweerthese
statetransitions,causingmary of the forwardingentriesto change.States57 and61 have related
changega neighboringsatellitesinterplanelSLs werebeingdeactvated). By taking advantageof
thistemporalconsisteng acentralizedoutingsystemwould only have to dedicatepn averageon
theorderof afew Mb/s of bandwidthto updatethe forwardingtablesfor the entireconstellatiort.

The geographiconsisteng is muchlower thanthetemporalconsisteng, howvever. The
mainreasonis that Teledesicsatellitesgenerallyhave two ISLs orientedtowardseachof the four
cardinaldirections. Often, the interfacepicked by shortespathroutingis in the samedirectionas
that picked by geographiaouting, but for reasondurther dowvnstream the bestgeographimext-
hop is not part of the shortestpath. In the Iridium constellationwherethereis only onelSL in
eachcardinaldirection, the consisteng can be much higher (typically around70%). It may be
possibleto relaxthe requirement®n the geographimext-hop beingan exactmatchwith the next-
hoppickedby shortespathrouting(e.g.,allow useof thegeographimext-hopif theresultingroute
will bewithin a certaindelaytoleranceof the optimalroute). However, this is not aseasyasit first
seemspecausearemustbetakenin determiningthatinconsistentouting decisionsarenot taken
thatresultin aloop. Also, theremay be recursionproblemsin determiningwhethera forwarding
decisionwill resultin aroutewithin thedelaytoleranceIn summarymoreinvestigationwould be
neededo establishthe correctnessf arouting policy thatdid not requirean exactmatchbetween
the next-hop interfacespicked by geographidorwardingandshortest-pathouting. However, we
concludethat thereis not much advantageto be gainedby pursuingthis approachbecausehe
temporalconsisteng of the forwardingtablesis alreadyvery high.

“Not consideringhe updatesiueto userterminalslocal to eachsatellite which cannotbe aggreyatedin ary case.
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Figure6.25: A hypotheticabggreationof 35 cellsinto 7 forwardingtableentries.

6.6.3 AddressAggregation

In the previous subsectionwe demonstratedhat by taking advantageof temporalcon-
sisteny in theroutingtables we canreducethe amountof messag®everheadetweerthe ground
andthesatellitesto atolerablelevel. Thefinal pieceto optimizeis the sizeof theforwardingtables.
Largeforwardingtablesarecostlyin two ways:they requiremorememory andthey take longerto
search.In the cellulargeometryconsideredabove, thereare over twenty thousandcells, but only
eight next-hop interfaceson a (Teledesic)atellite. We noticed,by looking at satelliterouting ta-
blesgeneratedisingshortespathalgorithms,thatmary of the cells sened by the samenext-hop
interfaceweregeographicallycontiguous.Therefore py makinguseof the cell numberingscheme
describedbore, whichis optimizedfor aggregatinggeographicallontiguousells,we canreduce
thenumberof forwardingtableentriesrequired.

Figure 6.25illustratesan example,in which 35 contiguouscells (the solid dotson the
graph)canbereducedo 7 entries.Usingthis representationt canbeseernthataddresaggr@ation
is a variantof the classicalminimum set covering problem. The minimum set cover problemis
definedasfollows: [48]:

INSTANCE: CollectionC of subset®f afinite setS, positive integer K <= |C/|.

QUESTION:DoesC containa cover (asubsetC’ C C) for S of size K or lesssuchthat
every elemenbf S belongso atleastonemembernf C'?

Theminimumsetcover problemis known to be NP-completén the strongsenseunless
all ¢ € C satisfy|c| <= 2, in which casematchingtechniquexanbe usedto solve the problemin
polynomialtime [48].

In our casethesetS is definedasthe collectionof cellson arectilineargrid numbered
accordingto the Gray codedescribedabore, andthe collection C of subsetss the collection of
blocksof cells (“rectangles”)in S thatmay be aggr@atedinto a singleaddress/maskombination.
Our problemis a setcovering problemwith thefollowing additionalconstraints:

e Rectanglesrearbitraryshapesvith sizescorrespondingo a non-ngative integer power of
two, becausall bit maskscover anumberof cellsequalto a power of two, and
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¢ Rectanglesnustfall on certainboundariesln particulay rectanglesidesof lengthn canfall
on boundarie®f everyn/2 cells,asdescribedabore in Section6.6.1.

Notethatby framingthis problemmoregenerallyasa setcoveringproblemratherthanasetpacking
problem(a covering by mutually disjoint rectangles)ye permita cell to be coveredby morethan
onerectangle.Theimplication of this is thatmorethanone matchingentryfor thatcell may exist
in theforwardingtable.

In general,even in one dimension,packingor covering problemsinvolving objectsof
differentsizesare NP-completgthe “Knapsack”problemis onesuchexample)[46]. A numberof
problemscloselyrelatedto theaddresaggrgationproblemidentifiedabove have beenshavn to be
NP-completeln the context of imageprocessingi-owler, Patersonand Tanimotohave shavn that
the planargeometriccovering problemusing 222 squaress NP-completg46]. We have proven
above that not all possibleaddressaggreationsare geographicallycontiguous. If we definethe
optimaladdresaggr@ationasincludingalsonon-contiguousells, thenthe problemis equivalent
to a classicalproblemof Booleanlogic minimizationknown asthe minimum sum problem[87].
Briefly, if we considerthe bits of an addresgo be inputsin a Booleantruth table, and we set
the outputof the tableto be 1 if the addresss in the setto be aggrgated,thenthe solution of
the minimum term Booleansum function will yield the mostoptimal addressaggreation. This
problemcanbereducedo the NP-completgroblemknowvn as3-SAT [120].

Interestingly if we constrainthe problemto one dimensionandrestrictthe possiblead-
dressaggreationsto thoseinvolving contiguouscellsonly, the problemcanbe optimally solvedin
polynomialtime by thefollowing greedyalgorithm. Theavailability of apolynomial-timealgorithm
is specificallytied to the constrainthatrectanglesnayonly fall on arestrictedsetof boundariesin
thealgorithm,thevaluen = 2* is equalto thetotal numberof cellsin thesystem(representedy k&
bits),and A is the setof cellsto beaggreated with |A| < n.

algorithm greedy_aggregate

begin
1 n;
while A # ¢ do
choose S; € A such that S; contains only non-overl appi ng, |egal
bl ocks of size ¢ and |S;| i s maxi m zed;
A+ A\{S:};
14 1/2;
od
end

Finding the maximumpackingof blocksof sizei canbe madewith two passeshroughthe space
of n cells. Any setof cells A will have upto n/2 distinctcontiguousblocksof cells. Eachblock of
contiguousellscanbeaggreatedinto blocksof i cells,if atall, in only two ways—theboundaries
onwhichlegalblocksof i cellscanfall areseparatedly i /2 cells,accordingo thesecondtonstraint
above. Thereforefwo passeshrougheachblock of contiguousellscanbeusedio determinewvhich
oneof thetwo boundariegin eachcontiguousblock) yields the mostblocks of sizei amongthe
contiguousclusterof cells. Sincetherearelog,(n) stepsto this algorithm,it runsin polynomial
timewith O(n x logz(n)).



123

Theorem 6.2 The above greedy algorithm obtains the aggregation with the fewest number of con-
tiguous blocks in a one-dimensional space.

Proof: Startingfrom the largestpossibleblock size, the algorithmsearche$or andremaovesthe
maximumnumberof (non-overlapping)blocksof eachsizebeforereducingtheblocksizesearched.
It shouldbe clearthat, givena contiguoussubsef cellsnumberingexactly i for which anaggre-
gationinto a block of sizei is permitted,thereis no adwantagefor passingup the opportunityto
aggregatethis subsetf cellsinto oneblock of sizei. A little lessolviousis thefactthatthereis
no penaltyincurredupon subsequeniterationsof the algorithmfor removing a block ¢ of sizes
from the set. In general this would not be the case becauseemaoving a block of cellswould fur-
ther constrainthe possibleblocksthat could be formedduring lateriterations.However, giventhe
restrictionson placemenbf blocksonthegrid, ary blockssmallerthan: thatwould have contained
cellsin ¢ will have exactly half of their cellsin ¢ andhalf outsideof ¢, andsinceary legal block
greatetthansizeonecanbedividedin half to form two legal blocks,we do notconstrairthechoices
availableat laterstagesy removing ary block.

Thereforewe only needto checkwhetherremoving a block of sizes is optimalwhenit
hasfewer thani contiguousadjacenneighboringcellson eitheror bothsides(if it hasmorethans
cellsoneitheror bothsides,it would have constituteda partof alargerblock of size2 x i or greater
thatwould have beenremovedby a previous stepof thealgorithm). For simplicity, we considetthe
casen whichtheblock of size: hasadjacentellsto aggrgageon only oneside;the casen which
therearecellson bothsidesis handledsimilarly. Supposéhatthe algorithmwerenotoptimal;i.e.,
supposehatthereexists a collectionof contiguouscells of sizegreaterthans: for which removing
agivenlegal block B of sizei, andcollectingthe remainingadjacentontiguouscells duringlater
stagef the algorithminto a minimal setof blocksof sizelessthani (resultingin a total setof
blocksthatwe denoteas S,4), resultsin moreblocksthanif block B werenot removed andthe
cells within the block B wereleft to be removed at a later stage,resultingin a setof blockswe
denoteasS,;:. With this setnotation,we canrephraseur suppositiorasbeingthat | S| < |Sorig|
by not containingblock B in setS,;;. This canonly bethe caseif somecellsin B wereneededn
the optimal aggr@ationto form anotherblock of sizelessthan: thatstraddledhe boundaryof B;
we call thisastraddling block B;. If theblock B werebrokenupin thisfashiontheremainingcells
in whatwould have formedblock B mustbe representetby no fewer thantwo blocksof sizeless
thani. Now considerthe remainingcells outsideof bothB and B;. Thesecellscanbe aggregated
into a setof blocksof cardinalityno lessthan|S,,;4| — 2. Thisis becausehe block B, canbe
decomposedhto two smallerblocks,oneexactly containedwithin B andoneentirely outsideof B,
soif the cardinalityof the setof blocksformedby theseresidualcells werelessthan|S,,.4| — 2,
we would have originally hada maximalaggregationsetof cardinalitylessthan|S,,;4|. Therefore,
consideringhat B, is oneblock andthe remainingcells of B requireat leasttwo blocks, | S| is
greaterthanor equalto (|S,rig| — 2) + 1 + 2, whichis strictly greaterthan|S,,;4|. Thereforethe
suppositioris invalidated.m

In two dimensionsthe aborve greedyalgorithmis not polynomial,nor doesit guarantee
an optimal solution. Moreover, the useof brute force combinatorialminimization on the entire
problemis not computationallyfeasiblebecaus®f the sizeof theinput. Neverthelessbecause¢he
above greedyalgorithmis optimalfor aggregationin in onedimensiorandis intuitively areasonable
approachwe exploredthe useof this algorithmto reducethe probleminto a series(logz(n)) of
smallerproblems(at eachstep,the problemis to find the maximumnumberof non-overlapping
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Figure6.26: Benefitof aggrgatingcontiguoudorwardingtableentries.Thenumberof aggr@ated
entriesis roughlyatenth(or fewer) of thetotal numberof cellsthatmustberepresente(Teledesic
constellation).

blocksof sizen thatcanbe remaoved), andperformingbruteforce combinatoriaimaximization on

the resultingproblemsto take out asmary large blocks as possible. While the resultingsmaller
problemsarealsofactorially large, generallythe input size of contiguousblocksis on the orderof

ten cells or lessandcanbe computedn a very small amountof time on a contemporarPC? for

thoseblocksof cellsfor which theinputis larger, otherapproximatiomrmethodssuchassimulated
annealingnaybeused[114].

Figure6.26displaysnumericalresultscorrespondingo theapplicationof thetwo dimen-
sionalaggreationalgorithmon the routing informationpreviously analyzedn Figure 6.24. This
exampleindicateghat,throughtheaggreationdescribedn theprecedingparagraphoneis usually
ableto reducethe numberof forwardingentriesby over an orderof magnitude(from over twenty
thousando a coupleof thousand).Therefore this approachslightly outperformsusingtemporal
consisteng betweensequentiatopology configurationgwhich wasableto reducethe routingin-
formationby afactorof threeto twenty). Notethatasthe satellitemovescloserto the poles,it has
fewer next-hop satellitesto consider sincesomeof the ISLs will be shutoff. This resultsin less
fragmentatiorof the setof cellsto be aggrgated therebyimproving aggregation.

We closethis sectionby notingthattheexploitationof temporalconsisteng in therouting
tablesandaggressie cell aggrgationtechniquesiescribedabore arenot mutually exclusive. For
example supposehatanew largeentry composeaf somepreisting smallerentriesin thecurrent
forwardingtable,canbeconstructe@nduploadedor thenext stateof asatellites forwardingtable.
It may be advantageouso only uploadthe smallerblock that “completesthe puzzle” ratherthan

%In our computationswe useda400MHz Pentiumll machine.
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the new larger aggr@atedentry therebyreducingthe amountof bandwidthusedat the expenseof

carryinga few moreentriesin the forwardingtable. This may suggesthat the useof very large
aggregatedentriesthat containcells on the borderof a routing region may be disadwantageousn

thatthelargecellis likely to persistin theforwardingtablefor only ashorttime andwill incurmore
signalingtraffic in thefuture(i.e., sometypeof “persistenceinetriccouldbeaddedo thealgorithm
that constructsaggrgatedcell entries,giving moreweightto entriesthatarelikely to temporally
persist).We did not explore furtheroptimizationsof the algorithmalongthesdines, but mentionit

asa candidatdor futureresearch.

6.7 Summary

In this chapter we have studiedthe paclet routing problemfor LEO networks. LEO
systemsare sophisticatedhetworks with a large numberof degreesof freedomin the design,and
therefore,in principle, therecould be a wide variety of solutionsto the paclet routing problem.
However, we basedurwork ontheassumptiorthatsatellitecommunicationpayloadsvould con-
tinue to be massandpower constrainedandthat bandwidthon the intersatellitecommunications
links (ISLs) is muchlessscarcehanthatof the ground-to-satellitdinks (GSLs). Thefollowing are
our key results:

o Wedescribedheconstructiorof aLEO network simulator basednthens simulator suitable
for routingstudies.This simulatorrevealedsomeinterestinglundamentatlelayperformance
propertiesof LEO networks, especiallypertainingto the effectsof whetheror not cross-seam
ISLsarepresentn polarorbiting constellationsOurextensiongor simulatingLEO networks
have beenincorporatednto the mainns distribution andarenow freely available.

e We exploredthe hypothesighat, by makinglocally optimal paclet forwardingdecisionghat
minimize the geographidistanceto the destinationone canobtainroutesthat are closeto
optimalin termsof delayperformance We constructed distributed routing protocolbased
on this hypothesisandfound that while the LEO network meshwas sufiiciently denseand
regularto admitgoodroutesbasedon this approachroutesthatwere,on average no more
than5 to 10 msworsethanglobally optimal routes),thereare a numberof problemswith
commerciallyproposed_EO network topologieghat make constructiorof arobustprotocol
difficult. In particular thedistortionsin the topologyin the polarregionsandat the counter
rotatingorbital planesrequiresignificantadditionsto a distributedrouting protocolbasedn
geographi@ddresses.

¢ We examinedthe useof geographicaddressingnd cell geometriedor usewith a central-
izedroutingsystem.In this casethe objectie is to reducetheamountof traffic betweerthe
centralizedcontrollerandthe satellites. A key to this type of systemis the conceptthatthe
stateof the network evolvesthrougha setof discretestateswith fixed topologies,andthat
thefrequenyg of changds notsolargethatit swampsthe uplinksanddownlinks with control
traffic. We developedan optimal cell numberingschemedor rectilineargrids on the Earth’s
suriaceandprovedits optimality We thencomparedwo approachefor reducingtheamount
of traffic neededo supportforwardingtable changeghat mustbe periodicallyuploadedo
satellites.For thefirst approachexploiting temporalconsisteng in routingtablesfrom state
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to state,our numericalresultsfor a simulatedTeledesic-lik systemindicatedthat,generally
70 to 95 percentof the routing table entriespersistbetweenstates. We thenexaminedthe
benefitof aggr@atingcontiguousorwardingtableentriesinto a smallernumberof entries.
We developeda greedyalgorithmoptimalfor cell aggrgationin onedimensionanddemon-
stratedthatit could be usedasan effective approximatioralgorithmfor cell aggregationin
two dimensionssincethe problemof addressggregationin two dimensionsgs NP-complete.
Ournumericalresultsindicatethat, with this algorithm,the sizeof satellite-bornéorwarding
tablesdevotedto non-localdestinationcanbe reducedrom over twenty thousando a few
thousancentries.



