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Chapter 4

TCP Performanceover Satellite Links

The TCP/IPprotocolsuitehasbecomehelinguafracaof datacommunicationsandthe
TCP protocolis usedfor mostcommunicationshatrequireguaranteedgnd-to-endeliability. Un-
fortunately the performancef TCPis oftendegradedwvhenthe end-to-engathincludesa satellite
link. In this chapterwe focusonthe problemof improving TCP performancever satellitelinks.

In recentyears the subjectof TCP over satellitelinks, andmoregenerallyover wireless
links, hasbeena fruitful researctarea.Neverthelessthe performanceof modernTCP implemen-
tationsover satellitelinks is still disappointing.In the Internet,satellitelinks areoftenusedin the
configurationdepictedn Figure4.1. In this configurationthe satelliteprovidesaccesso thewired
Internet. Furthermorethe costof satellitetranspondeaccesgjenerallydictatesusingthe satellite
link in anasymmetridoandwidthconfiguration(with morebandwidthallocatedin the directionto
theclients),or evenin ahybrid unidirectionakbroadcastyonfiguratiorwith atelephoneeturnpath
[100Q]. Thiskind of configuratiorhasnotbeenreatedhoroughlyin theliterature,andin considering
the configurationrshawn in Figure4.1,we wereled to considetthefollowing researctproblems:

1. SatelliteTCP connectiongor which a portion of the connectiorntraverseshe wired Internet
aresubjectto severethroughputdegradationif the pacletsflow througha queuethatis being
congestedby connectionsvith a shortround-triptime (RTT). Canthis biasagainsiong RTT
connectionse overcomeby simple changego the congestioravoidancealgorithmin end
hosts?

2. In the currentinternet,thereexists a wide variety of TCP implementationsvith variousop-
tionsthatinteractin differentways. Whatis the bestcombinationof (standard)l CP options
andimplementatiorguidelinesfor useover satellitechannels?

3. How muchperformancexdvantagecanbe gainedby “splitting” a TCP connectiorat a gate-
way locatedatthesatelliteterminalequipmentonnectedo thewired Internettherebyshield-
ing the satellitesubnetwark from therestof the Internet?

4. In the caseof split connectionshow muchfurtherimprovementcould be gainedby usinga
transporprotocolspecificallyoptimizedfor the satelliteervironment?

In this chapterwe focuson thefirst threequestiongaisedabore, anddeferthe fourth to
Chapters. Thefirst two questionsmainly relateto improving variousaspect®f TCP’s intertwined
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Figure4.1: Exampleof abroadbandatellitenetwork in which a satellite-basetdostcommunicates
with asenerin thelnternet.

congestion control andloss recovery mechanismsTo addresghefirst questionwe investigatehe
potentialimprovementof changinghe end-to-endehaior of the congestioravoidancealgorithm.
Next, we investigatethe file transferbehaior of differentvariantsof TCP SACK and presenta
standards-conformaatgorithmthatachiezeshigh performancen a satelliteervironment.Finally,
we addresghethird questionby investigatingthe potentialbenefitof splitting the end-to-encton-
nectionat a gatavay.

4.1 TCP Fairnessin a Heterogeneougnvironment

4.1.1 Intr oduction

Thefairnesgroblemin TCPis rootedin its congestioravoidancemechanismyhich we
describedabore in 2.1.1. The congestioravoidancephaseis sometimegeferredto as“additive
increaseandmultiplicative decrease becausein theabsenc®f congestionsggmentsareaddedo
thewindow overtime, while in the presencef congestionthe window is halved (or multiplied by
onehalf).

The“additive increaseand multiplicative decreasealgorithmin TCP parallelsa similar
algorithmin the DECnetprotocol [66]. Chiu and Jain shaved that this algorithm leadsto fair
allocationsof network bandwidtheven thoughit operatesn a distributed mannerf28]. However,
theiranalysigpresumeshatall connectionsn the network sharethe sameadditive increaserateand
multiplicative decreaséactor In TCP, the multiplicatve decreasdactor(1/2) is the samefor all
connectionsbut the policy of anadditve increaseof onesegmentper roundtrip time (RTT) does
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Figure4.2: A demonstratiomf the unfairnessof the currentTCP congestioravoidancealgorithm.
The connectionsfrom top to bottom,have RTTs of 10, 100,200,300,and600msrespectiely.

not provide a uniformincreasen theratesof TCP connectionsvith differentRTTs. In particular
connectionswith long RTTs opentheir windonv more slowvly thanthosewith shortRTTs. And
if a mixture of suchshortandlong RTT connectionsharea bottlenecklink, severe unfairnessis
inevitable asthe short RTT connectiongyrab the available bandwidthwell beforethe long RTT
connectionhave achancg54].

Figure4.2 illustratesan exampleof this problemby shaving simulationresultsfor a 60
secondraceof TCP connectiongver theillustratedtopology In Figure4.2,the evolution of the
sequenc@umberis plottedfor 5 connectiongfrom top to bottom,with RTTs of 10, 100,200,300,
and600ms,respectiely) sharingthesamebottleneckink. Thesequencaumberin thissimulation
is onaperseggmentbasis andtheplotswrapafterevery 90 sgments.Thelong RTT connectionslo
not obtainanallocationcloseto their fair shareof the bottleneckink, andtheir overall throughput
performanceufersdrastically

To combathebandwidthinequitiesthatresultfrom heterogeneouRTTs, Floyd proposed
amodificationto TCP’swindow adjustmenglgorithmthatcounteractsheRTT bias. In thissection,
we elaboratg-loyd’s “Constant-Rate’algorithm[39] with a thoroughinvestigationof the perfor
manceachieable by both universallyandselectvely (i.e., incrementally)deplging a TCP with a
modifiedwindow increasepolicy in the congestioravoidancephaseof theconnection.

Floyd [39] developedafairly generatharacterizatioof window increaselgorithmsthat
facilitatesthediscussiorof fairness Although TCP maintaingts sendwindow in unitsof bytes we
find it morecorvenienthereinto discusst in unitsof sgments.A key assumptioris thata number
of sgmentsapproximatelyequalto the sendwindow sizeis sentevery RTT; this is generallytrue
for long RTT connectionsLet ¢ betheincreasdin sggments)n the sizeof thesendwindow for a

!In thefollowing, we distinguishbetweerthe overall congestioravoidancenlgorithm andthepolicies implemented
in this algorithmsuchasthe multiplicative decreaséactorof 1/2 andtheadditive increaseof onesegmentperRTT.
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Figure4.3: Simulatedsequenc@umberevolution for connectionsvith differentRTTs underboth
theconstantateandincrease-by-onpolicies.

connectiorin oneroundtrip time RT'T". Thereforethewindow grows atarateof ¢/ RT'T" segments
per secondwhenadditive increases in effect. In corventional TCPR, ¢ = 1. Floyd refersto the
standardr CP policy asan“increaseby 1" policy.

If onewereto scalethe window growth ratec/RTT by RTT, the effect would be to
build the window at a constantrate of ¢ sggmentsper secondjndependenbf the RTT. However,
the window growth rate doesnot equalthe growth ratein datatransmission.As [41] pointsout,
it resultsin a “linear-in-RTT” biasin the sendingrate. Becauseeachconnectioncan senda full
window’s worth of sggmentseachRTT, shorterRTT connectionachiare greateithroughputbver a
commontime intenal. To fully remove the bias,we mustchangeheadditive increasdo ¢ « RT'T
segmentsper secondj.e., afactorof RT'T? fasterthanthe original algorithm. Floyd definessuch
anincreasesa Constant-Rate (CR) increase policy, sinceit canroughlybe interpretedascausing
therateof sgmenttransmissiorio increaseat a constantate.

Figure 4.3 demonstratethe behaior of two of thesepoliciesfor two connectionawvith
differentroundtrip times. Thefigure plotstheequation

[t/RTT)

Peyrrr(t) = ) (cwnd + key),
k=0

for thedifferentRT Tsandpoliciesc;. Thisequatiordescribeshenumberof sggmentsent( P, rrr(t))
assumingwindow of sggmentss senteachRTT andtherearenolosseswherec is equalto 1 (the
standargolicy), andc; implementgheconstantatepolicy (andhences adifferentvaluefor each
RTT). While only a roughapproximationthe graphconfirmsthe shapeof the increaseate curve
for eachpolicy.
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4.1.2 Methodology

We usedthe UCB/LBNL Network Simulator“ns” ? to evaluate TCP performance.In
addition to using the standardns modules,we portedthe HTTP traffic generatormodulefrom
BruceMah’s INSANE simulato?, which gave us the ability to adda mix of realisticbackground
traffic to our simulations.

Our studyfocusedon large file transferperformance.While shortHTTP transfersand
Telnetconnectionsverlong RTT pathsarealsosubjecto performancealegradationduring periods
of congestionthis degradationis due moreto the fundamentalateny of long RTT connections
thanto problemswith congestionavoidance. Additionally, HTTP protocolimplementationsare
migratingtowards‘persistent-HTTP’andlongerdurationT CPconnectionsWe alsodid notassume
theimplementatiorof fair schedulingandTCP-friendlybuffer managemerthatcanisolateflows or
classe®f flows from oneanother(e.g.,asdiscussedn [131]), or pricing structureghatmight give
network providersincentvesto protectthe throughputof payingcustomersin short,we assumed
an ervironmentsimilar to the presentday Internet,with the additionof RandomEarly Detection
(RED) queueg44], andthelatestin standardized CPimprovementgSelectve Acknovledgments
(SACK) [83] andlargewindown enhancemen{§7]).

PerformanceMetrics

A numberof metricsfor quantifyingfairnesshave beenproposedut no singlemetrichas
commonacceptancg39]. In this papeywe considera “fair shareperlink” metric;i.e.,if thereare
n flows throughabottlenecKink, eachflow hastherightto 1/nth of the capacityof thatbottleneck
link. Jains metricof fairnesq28] is applicablein this contet. For n flows, with flow i receving a
fractionb; onagivenlink, thefairnessof theallocationis definedas:

(e bi)?

nx (5 b7)

Fairness =

This metric rangescontinuouslyin valuefrom 1/n to 1, with 1 correspondingo equalallocation
for all users.Utilization is anotherimportantmetric, sincehigh fairnesss of little useif the link
capacityis grosslyunderutilized. Utilization is definedhereinasthe numberof original bits (i.e.,
notcountingretransmissionguccessfullyransferredveralink duringsometime intenal divided
by theproductof link rateandthattime intenval; thisis oftencalled“goodput’

Utilization = (segments_acked) * (segment_size)
ilization = .
(link_rate) * time

Topologies

We exploreda numberof testconfigurationghatallowed usto isolateselectecbehaior
of both the standardand our proposedwindown adjustmentpolicies. We selectedcthe topologies
illustratedin Figure4.4;similartestconfigurationdave previously beenusedby theresearcltom-
munity to studythe effects of congestion. The first testconfiguration(Topology 1) was usedto

http://www-mash.cs.beekey.edu/ns/
3http://http.cs.berdey.edu~bmah/Softvare/HttpModel/
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Topology 1 (connection 6 (10ms RTT) and Topology 3 (e.g., five congested gateways)
either 1, 2, 3, or 4 (long RTT))

Topology 2 (all connections)

—: 1.5 Mb/s, 50 ms delay
—— 110 Mbrs, 5 ms delay

m— 1.5 Mb/s, 5 ms delay . .
—— 110 Mbls; 1=295 ms, 2=145ms, 3=95ms, 4=45ms, 5=5 ms, 6=0 ms O : source <:> - sink [ : gateway

Figure4.4: Threesimulationtopologies.

studythe effectsof two long durationconnectionspnewith a shortRTT (10 ms) andonewith a
long RTT (100-600ms), sharinga singlebottlenecKink. The secondestconfiguration(Topology
2) wasusedto examinethe effects of mary competingconnectionsover a single bottlenecklink.
The six connectionshave RTTs of 10, 20, 100, 200, 300, and 600 ms. The third configuration
(Topology 3) was usedto examinethe effects of long RTT connectionghat mustalsotraversea
numberof network hopspopulatedoy shortRTT connectionsThis topologyis very similar to the
onepreviously usedby Floyd to studythe CR algorithm[39]; the numberof congestedjatavays
couldvary betweerl and10 (thefigureillustrates5 congestedatevays).

Configuration Details

We studiedthe performanceof two different TCP variantsdescribedabore in Section
2.1.1: TCPNewReno,andTCP SACK. We notethatotherresearchersave detectegroblemswith
using TCP Reno(a versionof TCP thatdoesnot performadequatelywhenmultiple dropsoccur
in awindow of data)in combinationwith congestioravoidancemechanismshattry to addmore
thanoneseggmentper RTT [17]; therefore we avoided suchimplementations We also examined
two differentqueueingschemestraditional“first-in, first-out” (FIFO) queueingandRandonEarly
Detection(RED) with paclet discard* In our simulations,datapaclet sizeswere fixed at 1000
bytes,andthe bottleneckink speedwvas1.5Mb/s. We examineda rangeof queuesizesfrom 4 to
50 paclets, but in the datathat follows, we concentraten a RED queuesize of 50 pacletswith
a “minimum threshold”of 20 pacletsanda “maximum threshold”of 40 paclets; all otherRED
parametersvere setto the ns defaults. 20 pacletsin this caseis approximatelyl00 ms at our
outputline rate.

4RED queuesperateby computingan exponentiallyweightedmoving averageof the queuesize. Whenthe average
gueuesize is belav someminimum threshold,the queuedoesnot drop ary paclets. When the averagequeuesize
is betweenthe minimum and maximumthreshold the queueprobabilisticallydropsincoming paclets accordingto an
algorithm describedin [44]. Whenthe averagequeuesize exceedsthe maximumthreshold,the queuedrops every
incomingpaclet. Theinstantaneougueuedepthcanexceedthe maximumthresholdf the averagequeuedepthis belov
themaximumthreshold.
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Figure4.5: BenchmarlkperformanceesultsusingTopology?2: Utilization vs. queuesize.

Data Analysisand Presentation

TCP throughputin an ervironmentcontainingrandomtraffic canbe quite variable,be-
causesmallchangesn initial conditionscancausewide variationsin resultingbehaior. Therefore,
wecomputedheutilizationandfairnesf aparticularconfiguratiorasfollows. Wefirstranenough
independensimulationssuchthat the samplestandarddeviation of eachconnectiors throughput
waswithin 5% of its samplemean(this generallyrequiredaroundfifty runs). We thenusedthese
samplemeando computethe fairnessandutilization of a giventopology In theremaindeof Sec-
tion 4.1, if the experimentaldatadoesnot explicitly list errorbars,the readermay assumehatthe
samplestandarddeviation is within 5% of the valuelisted. In the following subsectionsye first
provide somebenchmarkdata,followed by an analysisof the Constant-Rat@olicy, followed by
experimentsaimedat selectiely increasinghe aggressienesf along-delayTCP connection.

4.1.3 Benchmark Results

To calibrateour simulationstudieswe establishe@ setof benchmarlperformanceesults
for eachof our testtopologies. Thoughusedprincipally to gaugethe efficacy of our proposed
policies, the benchmarlkdataitself reveals someinterestingeffects. In this section,we examine
benchmarlperformancealatafrom Topology?2 in Figure4.4.

Figures4.5and4.6 plot the utilization andfairnessof the standardr CP window adjust-
mentpolicy for Topology2. The error barson thesefiguresrepresen®9% confidencentenals,
and arevery small. We shav resultsfrom the combinationof two TCP variants,NewRenoand
SACK, with two queueingdisciplines,FIFO andRED. In this representate dataset(andin our
otherbenchmarldata) thefollowing trendsareevident:

e The utilization of the bottlenecklink improves with increasedjueuesize, becauseunder
congestionJarge queueskeepthe link busy asthey drain out while TCP sourcesback off
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theirsendingvindow. Additionally, largerqueuesibsorkourstsof pacletsandpreventcoarse
timeoutswhich causdongidle periods.

o Network fairnessis poorin almostall casesexceptwhenqueuesizesare very large. In
generalthe two shortdelay connectionbtainedroughly 50% of the bandwidth,and the
backgroundVWW traffic consumed0% of the bandwidth. The remaining30% was split
unequallyamongthe 4 long RTT connectionswith the longestconnectionreceving only
about24 to 64 kb/s (2 to 4%) for TCP NewRenowith FIFO queueing. While even larger
queuesizesmayhelpfurther they would alsointroducemoresignificantdelayvariability.

¢ In general,when queuesizesare reasonabljarge and when all TCPsuse SACK instead
of NewReno,the network fairnessis mamginally better This is mostlikely dueto SACK's
superiorityin recovering from multiple dropsin a singlewindow. Sincemultiple congestie
lossesn asinglewindow aremorelik ely to occurin aconnectiorwith along RTT, theuseof
SACK helpssuchconnectionsHowever, theuseof SACK by all TCP connectiongloesnot,
by itself, remove the biasagainsiong RTT connections.

In general RED queuegperformmuchbetterin termsof utilization andfairnesshando
FIFO queues.However, we found thatthe useof RED and SACK alone,without modifications
to TCP sendingbehaior, still leaves muchroom for improvementin fair bandwidthallocation.
RED queuessqualizethe bandwidthof flows with similar RTTs, but do not do so for flows with
heterogeneouRTTs,aspointedoutin [44]. In theremaindeof this sectionwe focuson enhancing
the performancef TCPimplementationshatuseSACK andnetworksusingRED queues.

4.1.4 Performanceof the Constant-RatePolicy

In this section we describehe casein which eachforegroundandbackgroundr CP con-
nectionusesa Constant-RatéCR) policy. In TCPimplementationsanadditive increasdo the TCP
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variable snd_cwnd (sendcongestiorwindow) of approximatelyone sgmentper RTT, assuming
an acknavledgment(ACK) is receved for eachsegment, is effectedby executingthe following
pseudocodeponreceiptof anev ACK:

snd_cwnd = snd_cwnd + 1/snd_cwnd.

In this mannerthe TCP connectiorgraduallyaddsto its congestiorwindow attherateof approxi-

matelyoneseggmentperRTT; thisapproacho building thecongestiorwindow reducegransmission
burstines$66]. Toimplementa CR policy, we canmodify thewindow increasealgorithmto account
for theRTT bias:

snd_cwnd = snd_cwnd + (c*rtt*rtt)/snd_cwnd,

wherec is the constanthatcontrolstherate. This policy causesinadditive increasen thethrough-
putratethatis the samefor all connectionsAfter initial experimentswe obseredthatthe second
term of the abore equationcould leadto very bursty sendpatternswhich led to increasedosses.
For example,if the RTT is large andthe value of snd_cwnd is small, eachACK cantrigger the

transmissiorof several sggments.To avoid this behaior, we boundedhe increasgper ACK by 1

segment;i.e.:

snd_cwnd = snd_cwnd +
mn((c*rtt*rtt)/snd_cwnd, 1 segnent).

With this constrainion the sendess behaior, the TCP connectioris never moreburstythana TCP
connectiorin slow start. Anotherapproachwith whichwe did notexperimentwould beto smooth
thesendingof severalsegmentsacrossalongertime period.

Onequestionpreviously raisedby Floyd is how to pick the propervaluefor the constant
c. Oneway to think of the value of ¢ for CR connectionss how the aggressienessof the CR
connectiorwould compareo thatof a standardl CP connectiorwith a certainRTT. For example,
if ¢ = 100, thevalueof the RTT thatmakesthe numeratorequalto 1 in our pseudocodaborve is
100 ms. Thereforean ervironmentin which ¢ = 100 would have connectionghatwereaboutas
aggressie asnormalTCP connectionsvith 100msRTTs. We choseto experimentwith a rangeof
values betweerr = 4 (asaggressie asstandardb00msconnectionsandc = 1600 (25ms).

In additionto varyingthe constant, we experimentedvith severalothervariationsin an
effort to identify which typesof environmentsweresuitablefor the CR policy:

e TCPNewRenovs. TCPSACK,

¢ REDvs. FIFO gatevays,

¢ bottleneckgueudengths(or RED maximumqgueuethresholdsfrom 4 to 50 paclets,and
e TCPRTT timergranularityof 500ms(standardn mary TCPimplementationsys. 10 ms.

As mentionedabove, Topology3 conformscloselyto onewith which Floyd experimented
[39], andwe wereable,whenusinga similar valuefor the CR constantc = 4), to confirmtheir
resultsthat CR cansubstantiallyimprove the fairnessof connectiondraversingmultiple gatavays
whenall connectionsisea CR policy. However, we alsoobsered the following generaltrendsin
ourdata:
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Figure4.7: Utilization vs. window constaniof TCP SACK with fine-grainedRTT estimatesover
topologieswith bottleneckRED queues.

e DeepRED queuesappearto be a prerequisitefor goodperformancef the CR policy. Per
formancewhenFIFO queuesor shortqueuesvere usedwasvery inconsistentjn the sense
thattherewasoftenno valueof ¢ thatsimultaneouslyieldedhigh fairnessandhigh utiliza-
tion. Moreover, we could not determinestrongcorrelationsbetweerthe value of ¢ andthe
fairnessandutilization metricswe wereusing;i.e., the performancevashighly sensitve to
the particularsimulationtopology

e TCPSACK andfine-grainedRTT timerswerethenext mostimportantindicatorsof goodCR
performanceTheuseof SACK helpsTCPrecover from losseanorequickly, which leadsto
improved andmoreconsistenperformanceAlso, mary existing TCPimplementationsisea
coarseestimateof the RTT, which impairsthe ability of our modified congestioravoidance
algorithmto determinghetrue RTT of the connection.

Figures4.7 and 4.8 plot the utilization and fairnessperformanceof TCP SACK over
bottleneckRED queuesvhenall connectionsincludingbackgrounHTTP traffic, usethesameCR
policy, constant, andRTT timer granularityof 10ms. Topology1 correspondso thecasen which
thelongRTT connectiorhasaroundtrip propagatiorelayof 600ms,while Topology3 in thiscase
correspondso thetopologywith 5 congestedjatavays(thetraceis taken from thefirst congested
gatevay). For comparisonwe also plot as horizontallines the utilization and fairnessachisred
whenall TCP connectionaisethe standardalgorithm(i.e., benchmarks).The dataindicatesthat
the fairnesscan be substantiallyimproved if all connectionsadoptthe CR policy. However, the
utilization sufferedfor small c whentherewereonly two foregroundconnectionsn the topology
(Topologiesl and 3). Whenstatisticalmultiplexing wasin full effect (Topology2), bothfairness
andutilization werenearoptimal for small valuesof ¢. Additionally, in Topology3, althoughthe
fairnessmproved substantiallyequalallocationswerenot obtainedby the CR policy becauséhe
long RTT connectionis alsotraversingmultiple congestedjatavays.
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Figure 4.8: Fairnessvs. window constantof TCP SACK with fine-grainedRTT estimatesover
topologieswith bottleneckRED queues.

In theseexperiments,as c becamédarger, connectiondoecamemore aggressie, to the
point that the boundin our policy of addingl segmentper ACK wasin effect nearlyall of the
time. Consequentlysincethe CR policy wasno longerbeingapplied,the unfairnessreappeared.
In generalwe obsered thatthe fairnesspropertiesverebestwhenthe value of ¢ wasbelov 100.
However, if too few connectionsare usingthe link, suchasin Topologiesl and 3, sucha small
value of ¢ canleadto lower utilization. Becauset is difficult in practicefor a given connection
to determinethe numberandtype of connectionsagainstwhich it is competing,we concludethe
following negative result:agoodchoiceof theconstant cannotbedeterminedvith highconfidence
onanoperationabasis.

Not only doesthe CR policy appeardifficult to managein a distributed network, we
alsofoundit susceptibleo the presencef TCP connection®peratingunderthe standardpolicy.
For example,Figure 4.9 illustratesthe fairnessperformancevhena single additionalconnection
usingthe standardvindow increasepolicy wasintroducedinto eachof the topologies(and also
includedin the fairnesscomputation).Although this additionalconnectiorslightly improved link
utilization, muchof thefairnessmprovementdueto CR waslost whenthis competingconnection
wasintroducedasit notonly useda disproportionatshareof the bandwidthitself but alsoactedas
a‘“trailblazer” improving the performancef shortRTT connectionghatwereusingthe CR policy
by a disproportionateamount. We also obsered similar performancelegradationif no extra file
transferavereintroducedbut insteadhe HTTP backgroundraffic (20%of the bottlenecKink rate,
on average)usedthe standardoolicy. Similar effects (passie connectionsompetingwith more
aggressie connectionausing the standardcongestionavoidancealgorithm) are also responsible
for the poor performanceof TCP “Vegas”in along RTT environmentcharacterizedy a mix of
heterogeneouBCPimplementation§147].
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4.1.5 Selectvely Modifying the Additi ve Incr easePolicy

We next investigatedvhetherthethroughpubof anindividuallong RTT connectiorcould
be improved by modifying the additive increasepolicy of only thelong RTT connection.We were
interestedn two questions:

e Cananindividual connectiorimprove its own throughpuby becomingmoreaggressie
duringadditive increase?

o If so,how doestheindividual connectiors moreaggressie behaior affect the perfor
manceof other(unmodified)connectionsisingthe samepath?

To studythefirst questionwe experimentedvith an“increase-byK” (IBK) policy rather
thanthestandardincrease-by-ong againlimited by amaximumincreasef onesegmentperACK.
In otherwords,we usedthefollowing pseudocod@ ourimplementation:

snd_cwnd = snd_cwnd +
m n( (K snd_cwnd), 1 segnent).

For example,by setting K = 2, we built thewindow by roughly 2 sggmentsper RTT.® Again, the
increases boundediy 1 sgmentperACK, but thisis thegenerakrend.
Figure4.10illustratesfairnessresults,calculatedover the entire simulatednetwork, for
thecasen which only oneconnectiorin the simulatedopologyusedtheIBK policy. In particular
we enabledhelBK policy onthelongestRTT connectionsn eachof thethreetopologiesandthen
repeatedhe experimentby enablingthe IBK policy on only the 300msconnectiorin Topology?2.
In the graph,the valueof K = 1 (left-mostdatapoints)correspondso the normal (benchmark)
case We obseredthatthelong RTT connectiorwasableto steadilyimprove its performancever
thatof thebenchmarlcaseby increasingK acrossherangeof valueswe consideredThisresulted

®If delayedacknavliedgmentsare being used,this is akin to correctingthe window growth penaltythatis dueto
delayedacknavledgments.



50

I I
Topology 1 (600 ms)

0.95 —=
0.9 . Topology 2 (600 ms) B
L SR I S 4
w 085~ R VR |
a pC B R Topology 3 (5 gateways)
£ o8] xe B 4
w Bl

Topology 2 (300\r;1§)‘ =

0.75
0.7 |

0.65

0.6 I I I I I I I
15 20
Window constant 'K’

Figure4.10: Improvementin fairnessss. window constantueto the IBK policy.

in improvedfairnesdn all topologiesor smallvaluesof K > 1. Forlargervalues eventhoughthe
throughputof thelong RTT connectiorcontinuedto improve, fairnessactuallydecreaseéh some
topologiesasthe moreaggressie connectiorbeganto take morebandwidththanits fair share.

In Figure4.10we plottedthe performanceof TCP SACK over RED queuesandfound
thattherewasno limit to theimprovementhatamoreaggressie connectiorcouldobtainfor itself.
Werepeatedheexperimentfor TCP NewRenoover FIFO queuesandfoundthatconnectiongould
increaseaheir own performanceindependentf the topology by usinga valueof K of upto 4 or
so. However, for highervaluesof K, performancelegraded pecausehe sendingoehaior became
too burstyfor the FIFO queuego successfullyabsorb

Becauséhe performancémprovementgesultfrom increasingl CP’s aggressienesswe
shouldbeconcernedhatthis canhave anegative impacton otherpeerconnectionsRemarkablywe
foundthat,in every casewe examined theaveragefairnessndex alwaysimproved,andtheaverage
utilization held relatively constantwhenthe more aggressie connectionuseda modestvalue of
K (lessthan8 or so). This improvementoccurredregardlessof whetherTCP SACK or NewReno
wasused,or whetherFIFO or RED queuesverepresent.In fact,the majority of the redistrituted
bandwidthcamefrom connectionshatwerealreadyusingmorethantheir fair share. Theeffecton
otherconnectionsvassimilar to whatthey would have experiencechadthe long RTT connection
actuallybeena connectiorwith a somevhatshorterRTT.

For example,Table4.1 providesan exampleof the magnitudeof the performancegains
achirable. For the value K = 4, we takulatethe utilization, fairnessandthroughputof the four
longestRTT connectionsn Topology?2. In thefirst columnareresultsfrom wheneachconnection
usedthe standardgolicy, the secondcolumnshaws theresultsfrom whenonly the 300 ms connec-
tion usedan IBK policy, andthe third columnis from whenonly the 600 ms connectionusedan
IBK policy. Thistableillustratesthatthe moreaggressie connectionglid not seriouslyharmthe
throughputof the peerconnections.The throughputgains(highlightedin bold font) are substan-
tial; in mary casesthroughpuincreasegandhencereductionsn userpercevedlateny) exceeded



H benchmark‘ 300ms ‘ 600ms

Utilization 0.99 0.99 0.99
Fairness 0.807 0.861 0.873
Throughput (kb/s)
600ms 68.1(0.9) | 59.6(0.6) | 138.7(2.0)
300ms 116.2(1.1) | 240.8(2.8) | 109.1(1.1)
200ms 156.6(1.7) | 139.8(1.5) | 151.6(1.1)
100ms 217.1(2.1) | 188.1(1.9) | 207.0(1.8)
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Table4.1: Effectof theIBK policy onthroughput(Topology2, K = 4). 99% confidencantenals
areshavn in parentheses.

100%whenRED queuesvereused and50%whenFIFO queuesveretraversed.

We next investigatedvhetherthe performanceyainsweresustainablevhenmultiple con-
nectionsbecomemore aggressie by examining this casewith Topology 2. We found that the
aggressie connectionsvereableto simultaneouslymprove their own performancealthoughtheir
relative performanceyainswerenotwhatthey would have achieredhadthey beenthe only aggres-
sive connection Of coursejf every connectioradoptedanIBK policy, thefairnesssituationwould
be backto the standardccase sotheremustbe someRTT thresholdbeyondwhich connectionsan
becomemoreaggressie if sucha policy is to work in practice.Finally, we experimentedwvith the
casein which congestiorwasinducedin both directionsof datatransfer This hadthe effect of
disruptingthe ACK streamto someextent, but did not significantlyaffect our mainresults.

4.1.6 Implementation Issues

We have alreadydiscussedsomeminor implementationchangedo the code segment
which builds the congestiorwindow. Throughoutthe discussionwe implicitly assumedhatthe
TCP connectionhad an accurateestimateof its RTT. In practice,this is not the case. TCP does
maintaina smoothedoundtrip time (srtt), but becaus®f thetimer granularityof 500msin TCPR,
this valueis not very accurate. It is, however, rathereasyto improve the RTT accurag through
useof the TCP timestampoption [67]. A sendingTCP implementatiorcan put a moreaccurate
timestampn the TCPtimestamgield, whichis merelyreflectedby therecever; suchatechniqués
suggestedor TCP Vegas[16]. However, it is importantnot to basethe retransmissiotimer value
onthis accuratdimestamppecausd CPfastretransmitandfastrecovery rely on the srtt variable
beingsomevhat larger thanthe actualRTT. We experimentedn ns with runningthe TCP timer
granularityat 1msinsteadof 500 ms, andfound that the more accuratesrtt value causedcoarse
timeoutsto triggerbeforefastrecorery couldbeaccomplished.

Onepracticalissueis that modificationsto the sendingalgorithmof animplementation
have little useif the implementations a client of a large datatransferratherthanthe sourceof
the data. However, it is possibleto indirectly modify the senders behaior by actionstaken at the
recever. For example,by sendingmore ACKs backto the sendertherecever can“speedup” the
sender;e.g.,if onewereto receve a segmentof 1000 bytes,sendingACKs 1:250, 251:500,etc.
would quadruplehewindow build rate.We did not experimentwith thistechniqgueandnotethatit
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is of limited utility whenthe reversechannels constrainedind cannothandlethe additionalACK
traffic.

Anotheralternatve to increasinghe aggressienesof a singleconnectioris to run mul-
tiple connectionsn parallel,coordinatedby the applicationor sometype of sessiommanagerThis
technique sometimescalled “striping”, hasbeenin usefor sometime by satelliteoperatorsand
WWW browsersoftware. Oneadwantageof this approachs thatit overcomessmall offeredwin-
dows by therecever. This technique however, canimpactthe network morethan our approach
sincemultiple slow startsarelaunchednto the network simultaneously Recentresultsin which
congestiorwindow stateis sharedacrosghe multiple connectionganpotentiallycombathe prob-
lem[11]. In generalthe useof stripingwithout the constraintsoutlinedin [11] arenot favorably
viewed by theresearcltommunity

4.1.7 Summary

In this section,we have presentedhe resultsof our investigationof simple changego
TCP’s congestionavoidancealgorithmin an effort to improve its fairnessproperties. While we
foundthatthe Constant-Rat€éCR) policy couldimprove fairnessdramatically we facedtwo prac-
tical difficultiesthatwould likely prevent universaldeploymentof this scheman its currentform:
i) the properselectionof a constantis dependentiponthe network topology and the numberof
peerconnectionsandis thereforedifficult to determinen a distributed mannerandii) thefairness
benefitsof the CR policy canbe confoundedy competingconnectionsisingstandarccongestion
avoidance therebymakingit disadantageouso deploy CRin an existing heterogeneousrviron-
ment.However, whenweinsteadmadeonly certainlong RTT connectionslightly moreaggressie,
wewerealwaysableto improve network fairnesswhile keepingbottlenecKink utilizationrelatively
constanby usinganincrease-byK (IBK) policy. Interestinglytheeffectsonotherunmodifiedcon-
nectionghatweresharingthebottlenecKink weresimilarto whatthey would have experiencedad
the modifiedconnectioractuallybeena connectiorwith a shorterRTT.

Our resultsindicatethat it may be beneficialfor long RTT connectiongrunning TCP
SACK) to becomeslightly moreaggressie duringthe additive increasgphaseof congestioravoid-
ance. While our datasetis not comprehense enoughto allow usto adwcatea particularpolicy
atthis time, the IBK policy for smallvaluesof K (suchas?2 or 4) may significantlyimprove the
throughputhile notsignificantlyimpactingotherflows. Suchapolicy couldbeinvokedin practice
whenthe TCPimplementatiordetectghattheconnectiorhasanRTT above a certainthresholdfor
example,connectiondraversinga GEO satellitelink have a muchlarger RTT- at least500 ms—
thanterrestrialconnections) A TCP recever could eveninducethe sendetinto an IBK policy by
acknavledgingdatain smallerchunks.Determiningappropriatesaluesfor K asafunctionof RTT,
aswell asdeterminingthe accurag andresolutionrequiredof TCP's RTT estimatescould bethe
focusof futurework.

4.2 End-to-End TCP Performanceover Satellite Links

4.2.1 Intr oduction

In this section,we quantify just how well state-of-the-arT CP implementationperform
in a satelliteervironmentcomposedf oneor moresatellitesin geostationarprbit (GEO) or low-
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Figure4.11: Configuratiorfor network experiments.

earth-orbit(LEO), particularlywhenthe satelliteconnectionforms only a part of the end-to-end
connectionasshavn in Figure4.1. We focusedon two typesof workloadfound mostcommonly
in the Internet:largefile transfersandshortWeb connections.

Our assumptionsboutfuture satellitenetwork characteristicare shapedy projections
of futurecommerciakystemge.g., Teledesid130], Spacwvay[38]) thatwill offer Internetconnec-
tionsat up to broadbandtensof Mb/s) dataratesvia networks of LEO or GEOsatellitegor hybrid
constellations)Usersmay contactotherhostsin eitherthe satellitenetwork or thewide-arednter
net. We discussedomeof ourassumptionaboutthetransmissiorandcongestiorcharacteristicef
theend-to-enghathusingsuchsatellitesystemsn Section2.1.2.In short,we assumduturesatellite
networks characterizedby low BERS, potentiallyhigh degreesof bandwidthand pathasymmetry
high propagatiordelays(especiallyfor GEO basedlinks), andlow internal network congestion.
Theseassumptionsvere usedto drive our protocoldesignand performanceanalyseslescribedn
therestof this chapter

4.2.2 Methodology

This experimentalmethodologypertainsto the remainderof this chapterandalsoto the
resultspresentedn Chapters.

Experimental Setup

Our experimentsvereconductedusinghosts,runningBSD/OS3.0 UNIX, connectedo
Ethernetdn alocal-areasubnetat Berkeley. The TCP implementation®n thesemachinesarede-
rivedfrom 4.4BSD-Lite(alsoknowvn asNet/3[144]), with modificationgo supportourexperiments.
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Figure4.12: Configuratiorfor simulationexperiments.

We configuredthe receversto offer the largestwindow possible(240KB) to the sendersFor the
experimentstraffic sourcesvereconnectedo a 100 Mb/s Ethernetandtraffic sinkswereona 10
Mb/s Ethernetseparatedby a 10Mb/stransitEthernetsegment. Figure4.11lillustratesthe experi-
mentaltopology To generatdraffic, we useda combinationof the sock program[127] for bulk
file transferandaHTTP traffic generatofor testingof “4K slow start”’andT/TCP Thistraffic gen-
eratorgenerategmallfile transfersaccordingto empiricaldistributions dravn from Bruce Mah'’s
HTTPtraced79]. Weimplemented5TPin theBSD/OSUNIX kernel.

For investigatingsatellitetransportprotocol performanceit is usually sufiicient to ex-
perimentwith delayand error simulatorsratherthanwith detailedemulatorsof the transmission
channel.To emulatesatellitelinks, we usedmodifieddevice driversthat delayedsendinga paclet
ontothe Ethernefor adeterministicamountof time. Thesedriverscanalsoconstrainthe maximum
rateat which a hostcansenddata. We modeledGEO satellitelinks by a constraintof 1.3 Mb/s of
TCP/IPbandwidth(i.e., approximatelyT 1 rateat the physicallayer),ona600msRTT link. LEO
satellitesveremodeledby aconstrainof 1.3Mb/swith afixedRTT in therangeof 40-400ms[49].
Ourlinks hadno bit errorsor variationin propagatiordelay which, while not representate of all
satellitelinks, exemplifiesthecommoncase.

In additionto controlledexperimentsperformedin our local ervironment,we also de-
scribeexperimentsin Chapter5 involving two commercialnetworks in our wirelessnetworking
testbed. We useda network basedon a direct broadcassatellite (the HughesDirecPC system,
which coversthe contintenallS), anda paclet radio network (the Metricom Ricochetsystem de-
ployedin the SanFranciscoBay area). For DirecPCexperimentswe sentdatafrom a computer
locatedat the DirecPCuplink centerat Germantan, MD over the satellitelink to a multi-homed
hoston oneof our subnetsWe usedthewide-arednternetto returnacknavliedgmentgo thetraffic
source.To emulatea normaluserexperiencewith the DirecPCsystem,we constrainedhe return
link to be bandwidthlimited to 50 Kb/s to simulatea modemconnection.Althoughnot a satellite
network, the Ricochetnetwork offers a challengingenzironmentfor transportconnectionsinclud-
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Figure4.13: Throughpuperformancef TCP SACK NewReno, TCPSACK Reno, TCPNewReno,
andTCPRenooveranexperimentapathwith a TCP/IPbandwidthof 1.3Mb/sandnotransmission
errors. Datapointsrepresenthe samplemeansrom 20 independentransfersof 10 MB each.In
thisandsubsequerftguresrepresenting large numberof experimentakesults errorbarsrepresent
95%confidencentenals.

ing asymmetryand large latencies;we usedthis network only for testingof the STP protocolas
describedn Chapters. In theseexperimentsa wired hostat Berkeley communicatedvith a host
ontheRicochemetwork usingthe pacletradionetwork in bothdirections.

Simulation Configuration

We usedns, describedabore in Section3.2, to testsimulatedtopologiesthat matched
our experimentalsetup. We alignedthe TCP modulesto matchour implementationsandwrote a
STPsimulationmoduleto closelyemulatethe implementatiorusedin the experiments.We also
useda backgroundHTTP traffic generatqrsimilar to that usedin the experimentsto lightly load
the network topologyandto breakup ary TCP phaseeffects[43]. Our simulationtopology which
conformedcloselyto the experimentaketup s shavn in Figure4.12.

4.2.3 Performancefor LargeFile Transfers

TCPis the dominantprotocolfor file transferg(FTP) in the wide-arealnternet. In this
section,we describesimulationsandexperimentausedfor characterizindile transferperformance
over satellitelinks.

To maintainhigh throughputor largefile transfersthe TCP congestiorwindowv mustbe
large. Thisimpliesthatthe congestioravoidanceandlossrecosery mechanismsarevery important
in determiningperformance n this sectionwe examinethe performanceof four variantsof TCP
lossrecovery andcongestiorcontrol,which wefirst introducedn Section2.1.1:
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e TCP Reno The unmodified TCP implementationn our BSD/OS 3.0 operatingsystemis
commonlyknovn asTCP Reno. Many modernTCP implementationsarelargely basedon
this versionof TCP. Of the satellite-friendlyTCP extensionsdescribedabove, BSD/OS3.0
supportsvindow scaleandpathMTU discorery.

e TCP NewRenoTCP “NewRenao”is a collectionof bug fixesandrefinementdor how TCP
Renohandlesthe fastrecosery phaseof congestioravoidance. Our TCP NewRenoimple-
mentatioris similarto TCPRenoexceptthatit avoidsfalsefastretransmissiong0], multiple
window reductionsn onewindow of data[36], andconstrainghe burstinessof the sender
uponleaving fastrecovery [36]. Specifically it implementsthe “Less Careful, Slow-but-
Steady"variantof NewRenodescribedn [42].

e TCP SACK-Reno Renocongestioravoidancealgorithmsmaybe combinedwith the SACK
optionfor lossrecovery to form TCP“SACK-Reno!

e TCP SACK-NewRenoLikewise, this correspondso TCP NewRenocongestioravoidance
with the SACK optionfor lossrecovery:.

It is importantto emphasiz¢hatall of theabove implementationsvould beregardedasconformant
to the TCP standardsin practice mary morevariantsof TCP exist.

For ourfile transferexperimentswe repeatedlyransferred.0 MB filesacrosourtestbed
while varyingthelateng of the emulatedsatellitechannel. Thefile transferdastedat least60 sec-
onds,allowing thelow throughpuf theinitial slowv startphaseto be amortizedacrosghelifetime
of theconnectionln thesimulationswe addedanumberbackgroundHTTPtraffic generatorso the
topologysoasto introducelow levelsof crosstraffic (approximatelyi 0%of theforwardthroughput
of the channel).Thesetraffic generatorslid not by themselescongesthe forward path;the TCP
losseswereperiodicallyself-inducedoy the greedynatureof the congestioravoidancemechanism
of the persistenfile transfers.In the experimentswhich wereconductecn operationahetworks
during early morning periodsof light network actwity, the low amountsof live traffic on the net-
worksandthevariableprocessinglelaysof the hostssufficedto addvariability to the experiments.

Behavior of Several TCP Variants

We plot theresultsof theseexperimentsn Figure4.13.1n all of ourfigures throughpuis
definedas“application-lerel” throughput.For valuesof RTT lessthan100ms, the performances
relatively highfor all four variants.However, for GEOdelays(600ms)andfor LEO delaysgreater
than100ms,thedifferencein performancdor differentTCPimplementationss quite evident. By
analyzingpaclet tracesin boththe simulationsandthe experimentswe determinedhatthe main
distinctionbetweerthe implementationsvasin their behaior immediatelyuponleaving the slov
startphaseof congestioravoidance.lt is critical that TCP transitionfrom slow startto congestion
avoidancein a smoothmannerwith a congestiorwindow closeto the bandwidth-delayroductof
thepath.We foundtheperformancef SACK-NewRenocongestioravoidanceto bethebest;in this
case whena slow startovershootoccurs,the protocolcutsits window in half onceand smoothly
movesto congestioravoidanceafterrecovrering all losses.Thereis little penaltyfor usinga high-
bandwidth,high-lateng GEO satellitelink in this case.WhenSACK wasusedwithout NewReno
enhancementéSACK-Reno),we obsered thatthe slow starttermination,which is characterized
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Figure4.14: Typical performanceysinga standardBSD TCP (Reno)implementationpof a large
file transferover a GEOsatellitechannel.

by several burstsof paclet losses resultedin the implementationcutting its congestionvindow

in half several times, ratherthan just once. As a result, TCP was forcedto rehuild its window

linearly from avery low value. The performancef NewRenowithout SACK wassimilar but for a

differentreason.In this case the slow startovershootresultedin similar bursty patternsof losses,
but sinceNewReno,unlike SACK, canonly recoreronelossperRTT, it spentalarge portionof time

recovering from the slow startlosses.Finally, TCP Renorarely avoided a retransmissiotimeout
and multiple reductionsin its window after the first slow start, resultingagainin slow window

growth.

A closerlook at the behaior of thesedifferent TCP variantsis informative. Figure4.14
illustratesa “time-sequence’plot of an individual connection-the initial 60 secondsof a large
file transferusingan unmodifiedBSD/OSUNIX TCPimplementatior{(TCP Renowithout SACK)
over thetopologyillustratedin Figure4.11. Two plots are overlaid—the evolution of the senders
sequencenumbey andthe evolution of the acknavledgmentsreceved (the traceof the sendess
sequenceumbergenerallylies to the left of the acknavledgmenttraceandis marked by larger
points). The connectioninitially startsin slow-start, and althoughthe connectiontakes several
secondso malke noticeableprogresswithin thefirst 10 secondsheconnectiorhasalreadyovershot
by a wide mamgin the capacityof a router along the path, resultingin mary paclet drops (not
necessarilycontiguousn the sequenceapace). The implementatiorperformsfastretransmission,
but sincemary paclet losseshave occurred,the implementationinvariably is forcedto recover
with a coarsetimeoutbecauseét doesnot interpretthe arrival of a partial acknavledgment(that
is, an acknavledgmentthat doesnot cover all of the datathat was outstandingat the time of the
retransmission@s a sign that the next unacknavledgedpaclet is missing. The timeoutcutsthe
window to oneseggmentandtheslow startthresholdn half; normallythis would allow the sendeto
rapidly rampup afterthetimeoutto half of its previouswindow (thatcausedongestion)However,
becausehe recever’s buffer hasmary out-of-orderpaclets(andholesto fill), asthe post-timeout
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Figure4.15: CorrectNewRenobehaior, usingamodifiedBSD TCPimplementationepf alargefile
transferover a GEOsatellitechannel.

TCPsendestartso sendmoredata,t canreceve anumberof duplicateacknavledgmentsghatpush
it in andout of fastretransmissiomgain(theseare sometimegalled “f alsefastretransmissions”
[60Q]), eachtime cuttingthe window andslow startthresholdn half. Theresultis, by thetime that
the sendethasrecoreredfrom all of the original losses;jt hasa very low congestiorwindow and
slow startthresholdvalue,andis forcedto build its window linearly from averylow value,resulting
in poorthroughput.

TCP NewRenowasdevisedto correctthis oversightin the TCP Renoimplementation;
it definesa “recovery phase”that endswhenall of the paclets that were outstandingwhen the
first losswas detectedare acknavledged. Figure 4.15 illustratesthe typical performanceof this
algorithm. No timeoutsoccur during the recorery andthe window is not reducedmultiple times
for the sameburst loss. However, sincethe recovery takes one roundtrip time for eachgapin
the sequencespaceto be recorered,the resultis a TCP connectionthat takes over half a minute
to recover from a single burst of losses. For this reasonaspointedout by Floyd [42], it may be
beneficialto preventthis behaior from occurringby forcing TCPto take atimeoutif it requiregoo
mary roundtripsto recover. Secondin ourexperimentswith thisalgorithmasspecifiedoy [60] and
[36], we noticedundesirabldehaior thatoccurredattheendof therecosery phase This behaior
(immediatereentryinto a burstlosssituation)canbe seenin Figure4.16,andit is dueto a burst of
pacletsthatcanoccurat the endof recovery. This burstoccursif, duringwindow inflation of the
recovery phasethetransmissiomf new segmentsvasconstrainedby therecever’s offeredwindow
(becausehe“window inflation” stepof TCP Renocanresultin very large artificial windows being
generated)As aresult,whentheholeis pluggedn thereassemblpuffer andthe TCPsenderesets
its congestiorwindow uponreceiptof theacknavledgmentijt is eligible to immediatelysendmary
segments. The solutionto this problem,asshavn in Figure 4.15,is to constrainthe congestion
window atthe endof recorery to beno largerthantheamountof outstandinglataatthattime (plus
onesegment.to allow anew transmission)This proposawasfirst describedn [76].
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Figure4.16: IncorrectNewRenobehaior, usinga modifiedBSD TCP implementationpf a large
file transferover a GEO satellitechannel.This behaior is dueto a burstof pacletstransmittecat
theendof recovery.

The bestbehaior is obtainedby combiningboth the SACK and NewRenoalgorithms,
asillustratedby Figure4.17. In this case, TCP recorersvery rapidly from bursty lossesbecause
theextrainformationpresentn the SACK optiongivesthe TCP sendela morecompletepictureof
whatis missing.Figure4.18illustratesthis recorery in moredetail; the burstof losseds recosered
in lessthantwo secondgthatit requiresmorethana roundtrip delayis dueto queueingdelays
thathave built up), anda large window is presered for the subsequentonnectiorto usein linear
gronth phase.

Finally, weillustratein Figure4.19the closecorrespondendeetweersimulationandex-
perimentakesultsfor file transfersln theremaindenf this sectionwe presenbnly ourexperimen-
tal resultssinceour simulationresultsweregenerallyin closeagreementThe TCPimplementations
of the ns simulatorarevery realistic,to the point thatbugsfoundin commonimplementationgan
alsobeenabledn our simulations.

Effect of a Competing Connection

The abore experimentsare appropriateo model connectiongentirely within a satellite
subnetwark, but do not accuratelyportrayconditionsfoundwhenusingthe satellitenetwork to ac-
cesssitesonthewired Internet,wherecompetitionfor bandwidthfrom mary differentconnections
(with shorterroundtrip delays)canleadto network congestiorandunfairnessin bandwidthallo-
cation. For our next experimentswe addeda single, large-windav persistentonnectionfrom a
backgroundsourceto abackgroundinkin the samedirectionastheforegroundfile transfer In our
topology this causedhefirst routerin thenetwork to occasionallypecomecongestedNotethatthis
backgroundconnectiordoesnot traverseary portion of our emulatedsatellitesubnet. Theresults
in this casearestrikingly different. It only takesonelow delay(in this case20msRTT) connection
to drasticallyreduceheachiazablethroughpufor SACK-NewReno,asshavn in Figure4.20.This
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Figure 4.17: Correct SACK behaior, using a modified BSD TCP implementation(including
NewRenolossrecovery), of alargefile transferover a GEO satellitechannel.

is the TCP fairnesgproblemidentifiedearlierin this chapter TCP’s fairnesspropertiescanbe the
first-orderdeterminanbf how well a large-windav satellite TCP connectioncando in the wide-
arealnternet.Eventhoughthe satelliteconnectiorwassuccessfuin avoiding timeoutsin almostall
of thetransfersthe window reductionsdueto recurringfastretransmitsubstantiallyreducedhe
throughput. The throughputis alsomuchmorevariableundertheseconditions,asrepresentethy
theerrorbars. Themainproblemis thatthe connectiorwith thelong RTT is too sluggishto retuild
its window andpushdatathroughthe congestedjueuebeforeit takesanotheioss.

In summarywe obsered that TCP SACK with NewRenocongestioravoidanceis able
to sustainthroughputst closeto the bottlenecHKink rateevenfor GEO-like delays.Thisis because
TCPis ableto amortizethe low throughtputof theinitial window build acrossa longerperiodof
highthroughput However, our dataillustratesthatthe useof SACK aloneis notsuficientto enable
high performance Specifically NewRenohelpsto avoid coarseimeoutsandmultiple window re-
ductionswhile SACK acceleratethelossrecorery phase Specificdetailsof our SACK-NewReno
implementatiorcanbefoundin AppendixA. Finally, theresultwe would like to emphasizewhich
agreesvith ouranalysisn Sectiord.1,is thatit only takesvery moderatédevelsof congestionn the
wide-arednternetto drasticallyimpair the performancef evenwell-configuredT CP connections.

4.2.4 Performancefor Web Transfers

Besidedile transfersmostof therestof the TCPtraffic in the Internetis driven by Web
transfers.Suchconnectionsarevery differentfrom file transfers.Typically, anWebclientissuesa
smallrequesto asener for anHTML (HyperText Markup Languagepage.The sener sendshe
initial pageto the client on this first connection.Thereafterthe client launchesa numberof TCP
connectiongo fetchimagesthatfill outtherequestegbageor to obtaindifferentpages.Eachitem
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on the pagerequiresa separateonnectiorf. Many commonWeb brovsersallow a userto operate
multiple (typically, four) TCPconnectiongn parallelto fetchdifferentimageobjects.Basically the
datatransfermodelis “client requestsener response.

Using standardTCPR, ary connectionrequiresa minimum of two RTTs until the client
recevestherequestediata(thefirst RTT establishethe connectionandthe secondneis for data
transfer). As the RTT increasesthe RTT canbecomethe dominantportion of the overall user
perceved lateng, particularlysinceaverageWeb sener responsdimesaremuchsmallerthanone
second[51]. Two mechanismslescribedn Section3 attemptto alleviate the lateny effects of
TCP for shortconnections.The first, T/TCP, doesaway with the initial handsha& (RTT) of the
connection.The second4KSS,allows the TCP sener to sendup to 4380bytesin theinitial burst
of data.If thesizeof thetransferis no morethan4380bytes thetransfercancompletein oneRTT.
By usingsomesimpleanalysis we canquantify the beneficialeffectsthattheseTCP mechanisms
have ontheuserpercevedlateng.

Figure4.21,adaptedrom asimilarfigurein [57], illustratesthelateng in a hypothetical
threesegmentreply usingstandardl CR. We male the following assumptions:

¢ We do not modelsener responsgimesor sggmenttransmissiortimes. We assumean ervi-
ronmentin whichthe RTT is thedominantateny in thetransfer’ Senerresponséimesand
sgmenttransmissiorelaysarea constanbffsetto thelatenciesve calculatej.e., the same
offsetmustbe addedno matterwhatversionof TCPwe areconsidering.

¢ Weassumeno pacletlossesandafixedRTT. Thereforethesdatenciesarethebestcase.

¢ Wedonotmodelsomeof thebugsthathave appeareth earlyHTTPimplementationandthat

SwWewill discusshortlyamodificationto this approachknown asPersistent-HTTRP-HTTP),whichreuseshesame
TCPconnectiorfor multipleitems.

"Thisis notalwaystruein practice.Evenfor fastlinks, sener responsesantake severalsecondsbut on averagethe
senerresponsdime is muchlessthana second51].
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Figure 4.19: Agreementbetweensimulationand experimentalresultsfor TCP SACK and TCP
NewReno.

arediscussedhn [57], undertheassumptiorthatthey will graduallydisappearFor example,
onequite prevalentbug allows the connectiorto startwith aninitial congestiorwindow of
two segmentq12§].

With theseassumptiong mind, considerFigure4.21,in which dashedinesdenotecontrolpaclets
andsolid linesindicatedatapaclets. Thefirst RTT is consumedy a SYN exchange afterwhich
theclientissuesan HTTP GET request.Uponreceving andrespondingo this requestthe sener
at this point hasa congestiorwindow of one sggment. Assumingthat the TCP implementation
implementsielayedacknavledgmentgdelayedACKSs) of upto 200ms[127], theclienton average
will acknavledgethis dataafter 100 ms. Upon receving the acknavledgment,the congestion
window grows to 2, andthe sener sendgshe secondandthird segmentsfollowed by a FIN, which
closedts half of theconnection.Theclient mustcloseits own half of theconnectionput we do not
modelthis delaysinceit doesnot contrikute to userperceved lateng. Thereforethetotalamount
of TCP-relatedateny is 3 RTTs+ 100msin this case.UsingeitherT/TCPor 4KSSwouldreduce
thelateny to 2 RTTs, andusingbothmechanismsvould reduceit to asingleRTT.

We usedHTTP tracesto computeprobability massfunctions(pmfs) for the numberof
bytestransferregperHTTP connection We thencomputedhe averageT CPlateng for all of these
file sizes,basedon a simple analysisof how the congestiorwindow builds over time. Because
sometransferaverevery long, we eliminatedthoseover 100 segments(only 2-4% of the dataset,
in general) Forthesecasesit is morerealisticto considethemaslargefile transfers Ourtracedata
wasgatheredrom two differentuserpopulations.Thefirst, collectedby Mahin 1995[79], comes
from a well connectederkeley subnet.The secondset,collectedby Gribblein 1997[51], comes
from Berkeley residentialusageover dial-upmodems By usingthis tracedatawith our model,we
estimatedhe minimum, median,andmeanlateny effectsof TCP on userperceved lateng. For
GEOnetworks,we modeledhe RTT asafixed600ms,andfor LEO networkswe assume@ RTT
of 80 ms. To verify the analyticalresults,we alsoperformedmeasurementgsingsimilar pmfsto
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Figure4.20: The effect of a singlecompetingshort-delayconnectioron the satelliteconnectiors
throughput. The competingconnectiorwasa persistenfile transferusing TCP SACK NewReno
with anominal20 msRTT betweera backgroundourceandsinkin the experimentatopology

drive a TCPtraffic generatoin our experimentatopology andwe recordedhelateng experienced
alongwith thefile sizefor eachfile transfer For the experimentswe did not cull thelargetransfers
from our tracedata. The experimentaketupcapturedhe effectsof not only the propagatiordelay
but alsothe processinglelaysin realendsystems.

In Table4.2,we presentheresultsfrom ananalysisof the datasetprovidedby Mah[79].
Thefirst threecolumnsof datalist the minimum, median,andmeanTCP transfertimesrequired,
accordingto the analysisof the tracefile andassuminga maximumsegmentsize of 1500 bytes.
Thesevalueswere calculatedby first determiningthe TCP relatedlateng for a connectionof a
givensize,andthenby weightingthesdatenciesaccordingo the pmfsderivedfrom thetracedata.
The fourth columnlists experimentalresultscorrespondingdo this dataset. Thesevaluesarethe
mean(and95% confidencentenal) of 1000independentransfersjn whichthesizeof thetransfer
was generatedandomlyaccordingto the pmfs dravn from the tracedata. The lastfour columns
aresimilar to thefirst four, exceptfor the useof a maximumsegmentsizeof 500 bytes. This data
indicateghattheuseof eitherT/TCPor TCPwith 4KSSimprovesmeanlatengy by asmallamount,
but the combinatiorof both optionsyieldsanimprovementby a factorof two to three.Therelative
improvementis similar whetherGEO or LEO networksareassumedbecause¢he analysiss based
on RTT). Becausehe meanlatenciesusing the assumed_EO network are alreadyrathersmall,
theimprovementsdueto TCP optimizationsarelesslikely to be perceved by users.The dataset
providedby Gribble[51] containedslightly largertransferspn average but thesametrendsin TCP
lateny werepresent.

Finally, the most recentversionof the HTTP specification(version 1.1 [37]) recom-
mendsthat seners and clients adoptthe persistentconnectionand pipelining techniquesknown
as“persistent-HTTP(P-HTTP)[102]. Ratherthanusingseparatd CPconnectiongor eachimage
on apage,P-HTTPallows for a singleTCP connectiorbetweerclient andsener to be reusedor
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multiple objects. The shift to P-HTTP offers a tradeof in performancdor satelliteconnections.
On the one hand,P-HTTPis potentiallymuch more bit-efficient than HTTP with standardTCP,
becauseonnectionarenot setup andtorn dovn asfrequently(the connectiorestablishmentosts
areidenticalto thoseof T/TCP[57]). However, in termsof lateng, theuseof T/TCPandmultiple,
concurrentonnectionsnayyield fasterWeb pageloadsundersomescenarios.The capability of
mary Web browsersto supportmultiple, concurreniconnectiongs an exampleof a generaltech-
niqueknown as“striping; which hasbeena stratgy for transporiprotocolimprovementknown to
satellitenetwork operatordor sometime, andwhich hasmostrecentlybeenstudiedin the context
of FTP[6]. Becaus@ CPandHTTP optimizationssuchasT/TCPR andTCPwith 4KSSdo notyield
majorperformanceémprovementdor mostusersof the Internet[57], it is unclearwhetherthey will
seedeplyyment. In fact, Padmanabharecentlystudiedthe potentialbenefitof not usingP-HTTP
but insteadreverting backto multiple, concurrenfTCP connectionghat sharecongestiorwindow
andotherstateinformation[99].

In summaryfor connectionsisingGEOsatellitelinks, TCPoptimizationssuchasT/TCP
and4KSS, especiallywhen usedtogether canyield a reductionof two to threetimesin in user
perceved lateny and can alsoreducethe bandwidthoverheadof HTTP connections.For LEO
satellitelinks, optimizationgo reducethe numberof unnecessargontrolpacletsaredesirableput
optimizationsto reduceateng will nothave asperceptibleof aneffect for usersbecausgropaga-
tion delaysaresmaller However, sincesuchoptimizationsbenefitonly a smallusercommunity it
is possiblethatthey will notseewidespreadieplgyment.
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Geostationaryorbit (600msRTT)
1500byte segments 500byte segments

minimum | median| mean| expt. mean || minimum | median| mean| expt. mean
Standard TCP 1.2 1.9 1.9 2.0(0.1) 1.2 2.5 2.5 2.6(0.1)
T/ITCP 0.6 1.2 1.2 1.4(0.1) 0.6 1.8 1.7 2.0(0.1)
TCP “4KSS” 1.2 1.2 1.4 1.6(0.1) 1.2 1.8 1.7 1.9(0.1)
T/TCP “4KSS” 0.6 0.6 0.8 1.0(0.1) 0.6 1.2 1.1 1.3(0.1)

Low-earth orbit (80 msRTT)

Standard TCP 0.16 0.34 0.31 | 0.37(0.02) 0.16 0.42 0.42 | 0.55(0.02)
T/ITCP 0.08 0.16 0.17 | 0.28(0.02) 0.08 0.24 0.25 | 0.47(0.02)
TCP “4KSS” 0.16 0.16 0.18 | 0.25(0.01) 0.16 0.24 0.23 | 0.31(0.01)
T/TCP “4KSS” 0.08 0.08 0.10 | 0.16(0.01) 0.08 0.16 0.15 | 0.23(0.01)

Table4.2: TCPlateny effectson HTTP transfersfor GEO andLEO satelliteconnections.Trace
datais takenfrom [27]. All latenciesarein secondsFor the experimentakesults,95% confidence

intenalsareshavn in parentheses.

4.3 Split TCP Connections

Although TCP canwork well over even GEO satellitelinks undercertainconditions,we
have illustratedthattherearecasedor which eventhe bestend-to-endnodificationscannotensure
goodperformanceFurthermorejn anactualnetwork with a heterogeneousserpopulation,users
andsenerscannotall be expectedto be runningsatellite-optimizedrersionsof TCR This hasled
to thepracticeof “splitting” transporiconnectionsThis concepis not new; satelliteoperatordhave
deplo/ed protocol convertersfor mary years. In this section,we describehov TCP connections
may be split at a satellitegatevay, identify somedravbacksto split connectionsandquantify how
muchimprovementcanbe obtained.

4.3.1 Split ConnectionApproaches

The ideabehindsplit connectionds to shield high-lateng or lossy network segments
from therestof the network, in amannettransparento applicationsTCP connectionsnaybe split
in a numberof ways. Figure4.22illustratesthe mostgeneralcase jin which a gateway is inserted
onthelink betweerthe satelliteterminalequipmentindtheterrestrialnetwork. On the userside,
the gatevay may be integratedwith the userterminal, or theremay be no gatevay at all. The
goalis for endusersto be unavare of the presencef anintermediateagent,otherthanimproved
performanceFromthe perspectie of the hostin the wide-arednternet,it is communicatingvith
a well-connectechostwith a muchshorterlateng. Over the satellitelink, a satellite-optimized
transporprotocolcanbeused.

TCPmaybesplitin thefollowing ways:

e TCP spoofinglIn this approachthe gatavay on the network side of the connectionprema-
turely acknavledgesdatadestinedfor the satellitehost,to speedup the sendes datatrans-
mission[146€]. It thensuppressethetrueacknavliedgmenistreamfrom the satellitehost,and
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Figure4.22: Futuresatellitenetworkingtopologyin whichasatellite-basetdostcommunicatewith
asenerin thelnternetthrougha satelliteprotocolgatevay.

takesresponsibilityfor resendingary missingdata. As long asthetraffic is primarily unidi-
rectional, TCP datagramsre passedhroughthe gatevay without alteration. In the reverse
direction,the samestratgy is followed. No changesreneededt the satelliteclient.

e TCP splitting Insteadof spoofing,the connectionmay be fully split at the gatevay on the
network side,anda secondT CP connectionmay be usedfrom the satellitegatavay to the
satellitehost. Logically, thereis not muchdifferencebetweenthis approachand spoofing,
exceptthat the gatavay may try to run TCP optionsthat are not supportedby the terres-
trial sener. Modernfirewall implementation®ften performatype of TCP splitting (suchas
sequenc@aumberremappingfor securityreasons.

e Webcachinglf satellite-basetMebusersconnecto aWebcachewithin thesatellitenetwork,
the caches effectively splitting any TCP connectiorfor requestghatresultin a cachemiss.
Therefore Web cachingnot only canreducethe lateny for usersin fetchingdatafrom the
Web, it hasthe sidebenefitof splitting thetransportconnectiorfor cachemisses.

Furthermorewhenthe TCP connectionis fully split at a gatevay or cache,it is possibleto use
an alternatve protocolfor the satelliteportion of the connection.While this requiresthe useof a
satellitegatevay or modified end-systensoftware on the satellitehosts side, this approachmay
provide betterperformanceby improving on TCP’s performancen ways not easily achieved by
remainingbackwardcompatiblewith existingimplementationsSet-topboxesor otheruserterminal
equipmenmayprovide anaturalpointfor theimplementatiorof protocolcorversion(backto TCR,
if necessarydnthesatellitehosts sideof theconnection.
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Figure4.23: Forwardthroughpuiperformancef split TCPin the presencef ashort-delaycompet-
ing connectionTCP SACK NewRenowith large windows wasusedon bothconnectiomortions.

In all threeapproachegheamountof perconnectiorbuffering requiredatthe gatevay is
roughly 2-3 timesthe bandwidth-delayroductof the satellitelink or the Internetpath,whicheser
is smaller Thecomputingresourcesequiredto supportalarge setof usergapproximatey200-500
KB of memoryperactive connectionplusprocessingganform asignificantportionof thehardware
requirementsf asatellitelnternetgatavay. In addition,althoughpersistent-HTTRonnectionill
reducethe numberof connectionghat needto be setup andtorn down, they will alsodrastically
lower the duty cycle of eachTCP connection requiring the gatevay to keepresourcesllocated
for idle connectionsHowever, it is importantto emphasizehatif Web cachesr otherproxiesare
alreadypart of the satellitenetwork architecturetherewould be no needfor extra equipmento
supporttransport-lgel gatevays.

Besidesthe resourceconsumptiomotedabore, split connectionsare not without other
hazards First, from anarchitecturaktandpointa split TCP connectiorthatis not explicitly asso-
ciatedwith a proxy or a cachebreaksthe end-to-endsemanticof the transportlayer  Although
approachefor TCPimprovementover local areawirelesslinks, suchasBerkeley's “snoop” proto-
col [10] and“mobile TCP” [21], canpresere end-to-endsemanticsit is moredifficult to do soin
the satelliteervironmentbecauseombatingthe fairnessproblemrelieson early acknaviedgment
of data. However, stepscanbetakento ensurehatthe connectionrdoesnot closenormally unless
all datahasbeenreceved; for example,the gatavayscanallow the FIN sgmentof TCP to pass
end-to-end.Furthermorehigherlayer protocolstypically have mechanismso restarta transport
connectionf it prematurelyfails. Secondgatevaysintroducea single point of failure within the
network, andrequireall traffic for agivenconnectiorto beroutedthroughthem(i.e.,therecanbeno
alternatepaclet routing). Third, protocolconversiongatavaysareineffective if IP-level encryption
andauthenticatiorprotocolsareoperatingon alink, althoughthey canstill functionnormallyif the
encryptionand authentications performedat the transportlayer In the caseof IP-level security
the transportgatevay mustbe includedas part of the “trust infrastructure”to operate. Typically,
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Figure4.24: Reversechannelutilization of split TCP in the presencef a short-delaycompeting
connection.TCP SACK NewRenowith large windows wasusedon bothconnectiorportions.

however, if a satellitenetwork is usedto provide “last-mile” accesgo a large diversesetof users,
transport-leel securityprotocolswill be usedinsteadof IP-level security;in this case,protocol
gatevayscanoperatecorrectly

4.3.2 Split ConnectionPerformance

In Figure4.23,we illustratethe performanceayainsachiezablewhenthe TCP connection
is split at the gatavay betweenthe satellite network andthe Internet,underthe sameconditions
asshavn in Figure 4.20 (a competingshortdelay connectionin the Internet). We replottedthe
relevant datafrom Figure4.20for comparison.Note thatthe presencef the gatevay allows the
split connectionto competefor bandwidthin the wide areaand obtainits fair share. However,
asshawn in Figure4.24,thereversechannelusagerequiredfor this TCP connectioris roughly 20
Kb/s. Thisusagescaledinearlywith theforwardthroughputandfor 1000bytesegmentsijs roughly
2% of the forwardthroughputachiered. For bandwidth-constraimmkreversechannelsaswill bethe
casein mostsatellitesystemsthis setsanupperboundontheforwardthroughputchieableif TCP
relieson a streamof acknavledgmentgo clock out new data. This suggestshatit would be useful
eitherto make modificationdo TCPto reducédts reversechannelisaggsuchasusingmodifications
to handleTCPasymmetry11]) or to usea protocolover the satelliteportionof the connectiorthat
usedessbandwidth.We investigatehelatter possibilityin the next chapter

4.4 Summary

In thischapterwe have investigatedhe performancef IP-compatibldransporprotocols
over satellitelinks from several perspecties. Our mainresultsareasfollows:
i) We obsered little degradationin TCP performancdor connectionsvith RTTs in the
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rangeof future LEO systemdq40-200ms), althoughwe did not investigatepotentialproblemsdue
to large RTT variations.However, maintaininggoodTCP performancever GEOlatencieqor long
LEO paths)is challenging.

i) While we foundthatthe Constant-Rat¢CR) policy couldimprove TCP fairnessdra-
matically we facedtwo practicaldifficultiesthatwould likely preventuniversaldeploymentof this
scheman its currentform. First, the properselectionof a constanis dependentiponthe network
topologyandthe numberof peerconnectionsndis thereforedifficult to determinen a distributed
manner Secondthe fairnessbenefitsof the CR policy canbe confoundedoy competingconnec-
tionsusingstandarccongestioravoidance therebymakingit disadantageouso deplyy CRin an
existing heterogeneousrvironment.

iii) Whenwe insteadmadeonly certainlong RTT connectionslightly moreaggressie,
wewerealwaysableto improve network fairnesswhile keepingbottlenecKink utilizationrelatively
constantby usingan increase-byK (IBK) policy. Interestingly the effects on otherunmodified
connectionshatweresharingthebottlenecKink weresimilarto whatthey would have experienced
hadthe modifiedconnectioractuallybeena connectiorwith a shorterRTT.

iv) If theright TCP optionsareusedandcongestions light, TCP canwork well for large
file transferseven over GEO/inks. In particular in our large file transferexperimentswith TCP
SACK plusNewRenocongestiortontrol,averagethroughputlecreasetly nomorethan10%when
the RTT wasincreasedrom 20 msto 600 ms. However, we shaved thatevenlow levels of com-
petitionfrom shortdelayflows (in the form of cross-trdic in the wide-arednternet)significantly
degradeghesatelliteconnectiors performance.

v) Concerninghelateny dueto HTTP exchangeswe foundthatthe useof both T/TCP
andmodifiedslow startperformedmuchbetterthaneitheroptionusedseparatelyandcouldcutthe
averageT CP-relatedateng by afactorof two to threefor GEOlinks.

vi) We shaved that the performanceproblemsdueto mis-configuredT CP or network
congestiorcanbe alleviatedby splitting the TCP connectiorat a gatavay within the satellitesub-
network. Evenwith congestiorin thewide-arednternet,the end-to-endconnectioris still ableto
maintainhigh throughput.

TCP hasprovento beavery robustprotocolin avariety of network ervironments.How-
ever, this chapterhasillustratedthat obtaininggood performanceusing standardend-to-endT CP
connectiongs very challengingin a GEO satelliteervironment. For file transfersthe bestperfor
manceresultsthatwe obtainedwverebasecdn splitting the connectiorat a gatavay, wherethelong
roundtrip delayof thesatelliteportionof thepathcanbeisolatedfrom theportionof theconnection
thattraversegheInternet.For shorttransactionsye foundthatthe bestperformanceequiresTCP
enhancementd@/TCR 4KSS)thatarenotimplementedn the currentinternet-againleadingusto
considersplit connectionsolutions. Giventhat one decidego split TCP connectionsat a satellite
gatevay, it is naturalto askwhatprotocol(eithermodifiedTCP or anentirelynew protocol)should
beusedoverthesatelliteportionof the split connectionin the next chapterwe attemptto improve
on our performanceesultseven further by designinga satellite-optimizedransportprotocolthat
outperformseventhe split TCP configurationdescribedabove in Sectiord.3.



