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Chapter 3

Methodology

We describein this chapterour basicresearchmethodologyandkey elementsof our re-
searchinfrastructure.We have useda combinationof analysis,simulation,andexperimentswith
real networks and protocol implementationsto perform the researchreportedherein,and in the
first sectionwe describeour overall researchstrategy. Next, we describethe simulationenviron-
mentusedfor our simulationstudiesandsummarizethe key extensionswe have added.Finally,
we describeelementsof theBay AreaResearchWirelessAccessNetwork (BARWAN), which we
usedfor ourexperimentalwork. Wedeferdetaileddescriptionsof ourmeasurementtechniquesand
performancemetricsto thelaterchapters.

3.1 Research Strategy

Our researchstrategy is depictedin Figure3.1.1 Thefigure indicatesthatwe iteratecy-
clesof analysis,simulation,andexperimentationto convergeonaneffectivesolutionto theresearch
problems.The first phaseof work wasthe definition of the problemandidentificationof perfor-
mancebottlenecks.We startedwith two generalproblemareascritical to networking over next-
generationbroadbandsatellitesystems:addressingthe poor performanceof the TCP protocol in
a heterogeneousend-to-endenvironmentthat includessatellitechannels(satellitetransportproto-
cols), anddesigningacorepacket routingstrategy for Low-Earth-Orbiting(LEO) satellitenetworks
(satelliterouting). In the caseof satellitetransportprotocols,we first examinedexisting work in
thefield andusedsimulationandexperimentswith standardTCP implementationsto uncover the
causesof poorTCPperformanceoversatellitechannels.In thisphase,wealsoreliedonexperimen-
tal resultsto validateour simulator, sincewe alreadyhada working referenceimplementation.For
satelliterouting,wedid nothave accessto any existingsimulationtoolsor workingsystems,soour
work in thisphasewasconfinedto examiningtheexisting researchliterature.

Oncewehadagoodideaof whattheresearchchallengeswere,thesecondphaseof work
involvedexplorationof thedesignspaceandevaluationof potentialsolutions.Again,Figure3.1is a
goodillustrationof theapproach.In thecaseof satellitetransportprotocols,wefirst usedtheresults
of ourbenchmarkperformanceresultsto analyzetheproblemsandto formulatecandidatesolutions.
Next, weusedsimulationto evaluatemany of thesesolutions.In thisphase,simulationwasaneasier

�
Thisstrategy wascommonlyusedandcitedby membersof theBARWAN researchteam.
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Figure3.1: Three-phaseresearchmethodology–analysis,simulation,andimplementation.

andmoreflexible approachto explore the designspacethandirect implementationwas,because
simulationis a controlledenvironmentin which certainaspectsof the designcanbe isolatedand
comparedonanevenbasis.Wealsoconstructeda LEO network simulatorby addingextensionsto
thenssimulatordescribedbelow. Ourextensionsfirst usedtheexistingroutinginfrastructureof ns;
later, we improvedthespeedof simulationby optimizingtheroutingcodefor ournetwork models.
We thenexploredpossiblechangesto satelliterouting by constructingour own routing protocols
andsimulatingtheirperformance.

Thethird phaseof theresearchconsistedof iterative cyclesof thesecondphase,refining
oursolutionsasnecessaryuntil weweresatisfiedwith thedemonstratedimprovements.As depicted
in Figure3.1, our simulationandimplementationresultsled to further analysisandvalidationof
improved solutions. The resultsof our researchdescribedin subsequentchapterswereoften the
resultof severaliterationsof theprocess.

3.2 Simulation Envir onment

Simulationis a particularlyusefultool for networking research.First, it facilitateseasy
implementationof new algorithmsandpolicies,allowing morerapidevaluationof a designspace.
Simulationcanhelpto identify promisingsolutionswhichcanoftenthenbemorecarefullyverified
in an implementation.Second,a simulatedenvironmentis a controlledenvironment. Becauseof
this, onecanconstructsimulationsthat isolatetheeffectsof certainparametersandalgorithmson
theoverallperformance.Also,evaluationof aggregatenetwork performanceis madeeasierbecause
all network elementsaremadeavailablethroughoneinterface.This is particularlyimportantwhen
studyingtheimpactof analgorithmor policy on many nodesin a wide-areanetwork, for example.



32

Third, in somecases,building anexperimentalimplementation(suchasa LEO satellitenetwork or
otherlargescalesystems)is infeasible.

We performedmostof our simulationstudiesusingthe UCB/LBNL network simulator
known as ns, now widely usedas part of the VINT project [8]. ns is a event-driven simulator
originally derived from the REAL network simulator[72]. The simulatorhasan object-oriented
architecture,andsimulationobjectsaretypically implementedassplit objects: partly in C++, and
partlyin MIT’ sObjectTcl (OTcl) [141]. Suchobjectsexist simultaneouslyin bothlanguagerealms,
andfunctionalitycantypicallybeaddedin eitherlanguage(generally, functionalitythatrequiresper-
packetprocessingis bestimplementedin C++,while moreinfrequentlyprocessedcodeis moreflex-
ibly implementedin OTcl). Thestatebetweenthesplit implementationis madeconsistentthrough
the useof boundinstancevariables,in which any changesto suchvariablesin onelanguageare
immediatelyvisible in the other. ns is a particularlystrongchoicefor TCP research,sincemany
TCPvariants(Tahoe,Reno,NewReno,Vegas,etc.) arestandardpartsof thesimulator. nshasalso
beenusedextensively for multicastroutingandtransportprotocolresearch.Until recently, nsdid
not focuson providing detailedsimulationsof the link andphysicallayers,but UCB’s BARWAN
andCMU’s Monarchresearchgroupshave contributedsupportfor Local AreaNetworks (LANs),
wirelesschannelerrormodels,andwirelessad-hocroutingprotocols.[20, 69].

Althoughwedefersomedetailsof our simulationextensionsto laterchapters,we briefly
describethreeenhancementswe madeto ns: (i) HTTP traffic generator, (ii) implementationof the
SatelliteTransportProtocol(STP),and(iii) LEO satellitenetwork extensions.

3.2.1 HTTP Traffic Generator

TCPperformanceis well-known to behighly sensitive to thepresenceof othertraffic in
its path. In particular, the timing of packet lossesdueto congestioncancausethe throughputto
vary dramatically. WhensimulatingTCP, it is necessaryto load the foregroundcommunications
pathwith a realisticmodelof backgroundtraffic, sothatperformancecanbeaccuratelyassessedin
arealisticenvironment.Weimplemented,alongwith EmileSahouria,anHTTPtraffic generatorfor
ns. This traffic generatorwasusedto provide backgroundWeb-like traffic for bothTCPandSTP
simulations,asdescribedin thefollowing chapters.

The HTTP traffic generatorworks asfollows. Client andserver traffic sourcesemulate
therequestandresponsetraffic processesfrom typicalWebbrowsersandservers.Theclientobject
first initiatesa variablelengthrequest;aftera randomprocessingtime, theserver respondswith a
randomnumberof connectionsof varyinglength.After arandomviewing time(referredto as“think
time”), theclientthenissuesanotherrequest.Empiricaldistributionsdictateall of theaboverandom
quantities.Thesedistributionshave beenderivedfrom tracesof HTTP traffic takenby BruceMah
onlocalareanetworksat theUniversityof California,Berkeley, duringthe1995-96timeframe[79].

3.2.2 SatelliteTransport Protocol

We implementedthedatatransfermechanismsof theSatelliteTransportProtocol(STP)
in nsto testthelargefile transferperformanceof theprotocol.Thissimulationmodelthenwasused
asabasisof theSTPkernelimplementation.Wedid notperformsimulationsof short-livedTCPor
STPconnections;instead,wereliedonanalysisandexperimentswith theactualimplementations.
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Figure3.2: Extensionsto thenssimulator(new elementslistedin bold type).

3.2.3 LEO SatelliteNetwork Extensions

As mentionedabove, we selectednsasthebasisfor our simulationexperimentsbecause
of its extensive supportof Internetroutingandtransportprotocols,andbecauseour researchgroup
hasbeenactive in theongoingdevelopmentof thesimulator. However, nswasnot initially designed
to supportterminalmobility or dynamictopologies. Consequently, we were forcedto introduce
several new componentsinto the simulatorto more faithfully modelLEO networks. Along the
way, we attemptedto make surethat our extensionswerefully compatiblewith otheraspectsof
thesimulator, so that future researchersmay investigateLEO networksalongotherlines (suchas
multipleaccess).

Figure3.2illustratesthemajoradditionsto thesimulator.2 Wefirst introducedaspherical
coordinatesystem,andaddeda positionobjectto eachnetwork node.This positionobjectcanbe
given an initial coordinateandan equationwhich describesits trajectorythroughthe coordinate
systemasafunctionof time. Wecenteredthesphericalcoordinatesystemat theEarth’scenter, with
thez-axisalignedwith theEarth’s rotationaxis. This alignmentsimplifiedthedescriptionof polar
orbitsandtrajectoriesfor Earthterminals.The link delayobject, which previously returneda fixed
propagationdelay, waschangedto returna valuebasedon the instantaneouspositionsof the two
nodesat theendof thelink.

Thelargestpieceof codinginvolved link handoffs, becausenspreviously did not permit
links to be dynamicallydetachedand reattachedto differentnodes. Furthermore,we neededto
introducehandoff agentsto govern thehandoffs. Theseagentsareresponsiblefor monitoringfor
opportunitiesto take down, bringup,or handoff links. Variouspoliciesfor performingthehandoffs
canbeimplemented;we implementedasynchronousandsynchronoushandoffs asdescribedabove
in Section2.2.1. Finally, we implementeddynamic,distributed routing agentsin eachnodefor
experimentswith distributedroutingdescribedbelow in Chapter6.

Thedefault routingcodein nsusesanall-pairsshortestpathalgorithmto computenew
routesfor eachnodein thesimulatorwhenever the topologychanges.This algorithmis usefulto

�
Sincensevolution is on-going,theexactstructureof theseenhancementsthatwill beaddedto thepublicly available

simulatoris subjectto change.
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populaterouting tablesinitially for statictopologies,but is very computationallyexpensive when
appliedto dynamicallychangingtopologiesbecauseit hascomplexity of roughly

�������
	
. To speed

upoursimulations,we implementedsingle-sourceshortestpathalgorithmsandconfiguredthesim-
ulatorto optionallycomputeroutesondemand(wheneverapacketneededto besent),whichyielded
a run-timeperformanceimprovementof up to two ordersof magnitude.

3.3 Experimental Testbed

We usedthe wirelesstestbedinfrastructureof the BARWAN projectat Berkeley. The
BARWAN projectwasbasedon thevision of building futuremobileinformationsystemsasa het-
erogeneouscollectionof wirelessoverlaynetworks. For example,a usermayhave achoiceof con-
nectingto an in-roominfrarednetwork, an in-building wirelessLAN, a regionalwide-areapacket
network, or evenasatellitesystem.Theresearchgoalsof thisprojectwereto tackletheproblemof
network accessheterogeneityin suchanenvironment.BARWAN solvedproblemsassociatedwith
routingandhandoffs within andbetweenaccessnetworks,proxy-basedapplicationsupport,reliable
transportover wirelesschannels,Web transport,andservicelocation. Referencesanda thorough
overview of theprojectcanbefoundin [20].

3.3.1 Experimental Machinesand Software

Much of our experimentalwork involvedmachineson our local areanetworks,andmost
of theimplementationsinvolvedchangesto thenetworkingcodeontheendhosts.Wedevelopedand
experimentedwith modifiedTCPcodeandnew SatelliteTransportProtocolcodeon PCsrunning
BSD/OSUNIX, version3.0,from Berkeley SoftwareDesign,Inc. Thenetworkingstackin BSD/OS
3.0resemblesthecodein the4.4BSD-Litedistribution,3 sometimesreferredtoasthe“Net/3” release
[127] andthesourceof many widely usedsystemslike NetBSDandFreeBSD.This TCP/IPcode
hasbeendevelopedandusedover many yearsandis considereda stablesource.Our experimental
network consistedof 10and100Mbit/s Ethernetsegmentsjoinedby BSD/OS-basedrouters.

We usedthesock programfrom Stevensto generatetraffic for our experiments[127].
sock accessesthe TCP/IPstackvia standardsystemcalls basedon the well-known socketsAp-
plicationProgrammingInterface(API) [127]. As describedin later chapters,we sometimesused
sock to simulatethetransferof largefiles,andat othertimeswe usedsock functionswithin an-
othertraffic generationprogramdrivenby traffic tracedata.sock wastrivially extendedto support
our STPexperiments,asSTPoffers the sameAPI asTCP, but via a systemcall with a different
protocolnumberthanTCP’s.

We usedthe network tracetools tcpdump andtracelook quite frequently in our
packet traceanalysis.tcpdump waswritten by Jacobson,Leres,andMcCanne;it usestheBSD
packet filter [86] to put a network interfaceinto promiscuousmodeso thatall traffic on the inter-
facecanbeobserved. tracelook is a Tcl/Tk programwritten by Greg Minshall for graphically
viewing theoutputof a tcpdumpTCPtracefile.

Someof our experimentsinvolved emulatingthetransmissioncharacteristicsof satellite
channels.Ratherthanusea sophisticatedsatellitechannelemulator, we usedmodifiedEthernet

�
The4.4BSD-Litedistributionrefersto theApril 1994versionof thesourcecodefor acommonreferenceimplemen-

tationof TCP/IPdevelopedby theComputerSystemsResearchGroupat theUniversityof California,Berkeley.
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Figure3.3: Architectureof theRichochetpacket radionetwork (Source:Metricom,Inc.; usedwith
permission).

device drivers(for BSD/OS)developedby VenkatPadmanabhan,a memberof our researchgroup.
Thesedriverscould buffer outgoingpackets for a user-configureddelayandalsoemulatea con-
strainedbandwidthchannelby imposingan additionaldelaybasedon the packet lengthand the
emulatedbit rateof thechannel.Wewerealsoableto imposearandompacketdroprateonthetraf-
fic throughthesedrivers,whichcouldbeusedto emulateachannelwith arandom,uniformbit error
ratio. For transportprotocolresearchover geostationarysatellitechannels,thesedriversprovided
sufficient emulation,becausethe effectsof a moreprecisemodelingof the transmissioncharac-
teristicsof satellitechannelsaredwarfedby the dominantcongestion-induced losseson Internet
paths.

3.3.2 RicochetPacket Radio Network

The Richochetpacket radio network, deployed by Metricom, Inc., coversthe Bay Area
metropolitanregion,aswell asanumberof othercitiesandairportsin theUnitedStates.Thesystem
coverstheregion with telephonepole-topradios,andpacketsareroutedthroughtheradionetwork
to oneof several gateways to the Internet. The systemusesfrequency-hoppingspreadspectrum
in the 915 MHz ISM band. The radiosarehalf-duplex, meaningthat they cannotsimultaneously
transmitandreceive data. The radiosalsousea form of geographicrouting to reachthe nearest
gateway; eachradio is configuredwith its latitudeandlongitude,which it is ableto announceto
its neighbors,aswell as the coordinatesof a nearbygateway, and the radiosroute traffic to the
neighboringradio that minimizesthe geographicdistanceto the gateway. Figure3.3 illustratesa
modemthatattachesto theserialportof acomputer;thePoint-to-Pointprotocol(PPP)[126] is used
asanIP link layerbetweenacomputerandthegateway.
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Figure3.4: Architectureof theDirecPCsatellitesystem(from [100]; usedwith permission).

3.3.3 Dir ecPCSatelliteSystem

We usedtheDirecPCsatellitesystem,developedandoperatedby HughesNetwork Sys-
tems,for satelliteexperimentsinvolving actualsatellitechannels.TheDirecPCsystemis a hybrid
Internetaccesssystemconsistingof a high-speedunidirectionalsatellitebroadcastchannelanda
returnpathaccessedvia a conventionalInternetServiceProvider (ISP). The systemis basedon
theasymmetrictraffic characteristicsof typical endusers,who usemuchmorebandwidthinbound
thanoutbound.Routingis performedby “tunneling” (encapsulating)outboundpacketssothatthey
arerouteddirectly to theDirecPCnetwork. Fromthere,thepacket is decapsulatedandthe inner,
original,packet is sentonwardto thedestinationWebsite,but with asourceaddresscorresponding
to theDirecPCnetwork. In thismanner, thepacket canavoid beingdroppedby anti-spoofingfilters
commonlyfoundin ISPnetworks,andtheresponsetraffic is naturallyroutedto theuplink gateway.
Becauseof the asymmetricpath, the end-to-endlatency is around400 ms, which is smallerthan
the 600 ms typically found on two-way geostationarysatellitechannels.Figure3.4 providesan
overview of thesystem.

To furtherour experiments,we placeda BSD/OSmachinewithin theDirecPCnetwork
at their uplink facility in Germantown, MD. This enabledus to directly accessthesatelliteuplink
without traversingtheInternet(which would have corruptedour forwarddataflow). We wereable
to remotelydownloadourmodifiednetworkingcodeto thismachine.
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3.4 Summary

In this chapterwe have describedour methodologyandresearchinfrastructureat a high
level, while deferringdetaileddescriptionsof experimentsandsimulationsuntil laterchapterswhen
suchdetailscanbeput in thepropercontext. We presentthedetailedresultsof our researchin the
next threechaptersby first startingwith the questionof improving TCP performanceover GEO
satellitelinks.


