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Abstract

NetworkingoverNext-GenerationSatelliteSystems

by

ThomasRossHenderson
Doctorof Philosophyin Engineering–ElectricalEngineering

andComputerSciences

Universityof California at Berkeley

ProfessorRandyH. Katz,Chair

Thanksto boththerapiddeploymentof theInternetandadvancesin satellitetechnology, themar-
ket for broadbandsatelliteservicesis poisedfor substantialgrowth in thecomingdecade.Current
communicationssatellitesystemshavegenerallybeendesignedto provideeithervoiceor datatrans-
action(low datarate)servicesthroughsmall terminals,or trunking(high datarate,or broadband)
servicesthroughlarge terminals.However, technologicaladvancesareenablingnew systemsthat
combinebroadbanddatarateswith small terminals,therebyproviding moreaffordable“last-mile”
network accessto homeandsmallbusinessusersworldwide. In particular, two typesof broadband
satellitesystemsareunderdevelopment:high-power satellitesdeployedat traditionalgeostationary
(GEO)orbits,andlargeconstellationsof satellitesdeployedatmuchlower (LEO) orbits.

In this thesis,we explore researchproblemsthat have arisenfrom this shift in satellite
network architectures.WhenusingGEO satellitesto provide Internetaccessservice,the perfor-
manceof the Internet’s TransmissionControlProtocol(TCP) is degradedby thehigh latency and
high degreeof bandwidthasymmetrypresentin suchsystems.We thereforeundertooka compre-
hensive studyof TCPperformancein thecontext of broadbandsatellitesystemsusedfor network
access.We first studiedwhetherTCP’s congestionavoidancealgorithmcanbeadjustedto provide
betterfairnesswhensatelliteconnectionsare forcedto sharebottlenecklinks with other(shorter
delay)connections.Our datasuggeststhat adjustmentsof the policy usedin that algorithmmay
yield substantialfairnessbenefitswithout compromizingutilization. We next demonstratedhow
minor variationsin TCP implementationscan have drasticperformanceimplicationswhen used
over satellitelinks (suchasa reductionin file transferthroughputby over half), andfrom our ob-
servationsconstructeda satellite-optimizedTCP implementationusingstandardizedoptions. We
exploredthe performanceof TCPfor shortdatatransferssuchasWeb traffic, andfound that two
experimentaloptionsrelatingto how TCPstartsaconnection,whenusedtogether, couldreducethe
user-perceived latency by a factorof two to three. However, becausenot all of theseoptionsare
likely to bedeployedonawidescale,andbecauseeventhebestsatellite-optimizedTCPimplemen-
tationis vulnerableto thefairnessproblemsidentifiedabove,weexploredtheperformancebenefits
of splittingaTCPconnectionataprotocolgatewaywithin thesatellitenetwork, andfoundthatsuch
anapproachcanallow theperformanceof thesatelliteconnectionto approachthatof anon-satellite
connection.Carryingthis work onestepfurther, we constructa satellite-optimizedtransportpro-
tocol thatcanbeusedin sucha split-connectionenvironment,anddemonstratehow it outperforms
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TCPin a satelliteenvironmentcharacterizedby largeamountsof bandwidthasymmetry. In partic-
ular, our protocol,which we have dubbedthe“SatelliteTransportProtocol,” usesup to anorderof
magnitudelesstraffic on thebandwidth-constrainedreversechannelthanis neededby TCP.

In contrastto researchon GEOsystems,researchon LEO systemsis still in its infancy.
While LEO systemsarebeingdesignedspecificallyto avoid thehigh latenciesfoundin GEOsys-
tems,their designis challengingfrom a packet routingperspective dueto thehighly time-varying
natureof the LEO network topology. Moreover, even the mostbasicsystempropertiesof such
constellationsis notwell documentedin theliterature.Weconstructedadetailedpacket-level LEO
network simulatorandidentifiedsomefundamentaldelayperformanceresultsof commerciallypro-
posedconstellations.We thenexploredwhetheror notgeographic-basednetwork addressescanbe
constructively usedin the designof distributedor centralizedpacket routing systems.We found
that the constructionof a distributedpacket routing algorithmbasedon geographic-basedpacket
forwarding is fundamentallychallengingdue to subtletopologicalpropertiesof LEO networks.
However, we demonstratedthat geographic-basedaddressesareusefulin centralizedrouting sys-
tems,enablingsignificantreductionsin routingtraffic andon-boardroutingtables.Specifically, we
constructedrouting strategiesbasedon geographic-basedaddressesthat potentiallyreduceby an
orderof magnitudetheamountof routingtraffic exchangedbetweensatellitenodesanda central-
izedroutingcenteron theEarth’s surface,andthenumberof forwardingtableentriesrequiredfor
non-localdestinations.

Broadbandsatellitenetworksarelikely to becomeanimportantnicheof thefutureInter-
netbecauseof their uniqueability to provide network accessfrom almostany point on theglobe,
particularlythoseunderservedby terrestrialinfrastructure.However, becausethedesignof Internet
protocolsis driven by the performanceof the wired Internet,satellitenetwork engineersmustbe
vigilant in assistingin thedesignanddeploymentof satellite-friendlyprotocolsandin considering
how satellitenetworksinterwork with thewired Internet.BroadbandLEO networksarelikely to be
deployed later thantheir GEOcounterparts,andthedesignof thesenetworks is still in its infancy,
particularlysincesuchnetworksaresignificantlymoreambitioustechnicallythananything thathas
beenpreviouslyattempted.It is ourhopethatthefindingspresentedin this thesismaycontributeto
abetterunderstandingof how to designprotocolsfor thesenext-generationsystemswhile stimulat-
ing furtherwork in thisarea.

ProfessorRandyH. Katz
DissertationCommitteeChair
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Chapter 1

Intr oduction

The latterhalf of the1990shasseena resurgenceof interestin satellite-baseddatanet-
works. Satellitecommunicationsystemshave long beenoneof the hallmarksof advancedcom-
municationstechnology, with their remarkableanddistinctive ability to link mostof thepopulated
areasof theEarth.Yet, until recently, thesatellitecommunicationindustryhadincreasinglybegun
to look more like a dinosaur, with competitionfrom fiber optic andterrestrialwirelessnetworks
steadilyeatingawayat theindustry’s mostprofitablemarkets.

As of this writing, however, the satelliteindustryis poisedfor rapidgrowth, with fund-
ing in placefor thedeploymentof technicallyambitious,multi-billion dollarsystems,andgrowing
competitionin bothserviceprovision andhardwaremanufacturing.Figure1.1 illustratesoneana-
lyst’sprojectionof thegrowing marketfor satellitebroadbanddataservices[137], andotheranalysts
projectthatthegrowth in thesatelliteindustrywill outpacethegrowth of theentirecommunications
market over thenext tenyears,asthesatellitesector’s market sharerisesfrom 2.3%todayto 6% a
decadefrom now [94]. Whathastriggeredthis rapidturnaround?Theanswerlies in theconfluence
of two economicandtechnologicaltrends:

1. The Internet boom The 1990swill likely be rememberedasthe decadeduring which the
Internetcameof age.Thereis presentlyanincredible(andincreasing)demandfor fasterand
cheaperInternetservices,andmany companiesarescramblingto offer thesebroadbandser-
vices. Satellitenetworksprovide a fastway to reachcustomersbecausethey do not rely on
buildoutof ahigh-speedterrestrialnetwork, whichmaytake yearsto accomplishin many ar-
easof theworld. Moreover, with theadventof theWorld WideWeb[12], broadbandInternet
accesstendsto behighly asymmetricin traffic usage,with usersdownloading(consuming)
muchmoreinformationthanthey generate.As we shall discuss,this typeof traffic pattern
matcheswell with satellitenetworks,whereit is muchcheaperto receive dataat broadband
ratesthanto transmitat suchrates.

2. Advancesin satellitetechnologyTherapidtechnologicalprogressthathasspurredthegrowth
of theInternethasalsohelpedto significantlyadvancethestate-of-the-artin satellitetechnol-
ogy. Most notably, miniaturizationof electronicshasallowed moreandmoresophisticated
satelliteand terminalhardware to be economicallydeployed. Satellites,which oncewere
mainly repeatersin space,have muchmoreon-boardprocessingfunctionsandhave theca-
pability to juggle multiple directional“spot” beamson the Earth’s surfacewhile alsocom-
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Figure1.1: Projectionsof AnnualSatelliteBroadbandRevenue(Source:Merrill LynchandCo.).

municatingwith othersatellitesvia high frequency radio links. Sophisticatedconstellations
of low-earth-orbitingsatellites,andhandsetsandterminalsthatcantrackthemotionof these
satellites,arenow beingdesignedanddeployed.New frequency bandsat20-30GHz,theuse
of whichwasonceprecludedby thelackof affordablehigh-frequency hardware,arenow be-
ing openedto satellitecommunications,greatlyincreasingtheavailablebandwidthof newer
satellitesystems.Probablythe mostwidely-observableevidenceof the impactof advances
in electronicson this industrycanbe seenin the growth of direct-to-home(DTH) satellite
televisionservices,oneof themostrapidlydeployedconsumerelectronicsproductin history.
DTH services,usingsmall,affordablesatellitedishes,have broughtsatelliteservicesinto the
mainstreamin away thatwasnotpossibleusingtechnologyof adecadeago.

While theuseof satellitenetworksasa partof the Internetbackbonedatesbackalmost
twentyfive years,theuseof satellitesto provide high-speednetwork accessis relatively new. The
successof new satellitenetworks in delivering high-speedaccesshingeson the ability of the un-
derlyingprotocolsto functioncorrectlyandefficiently in thesatelliteenvironment,anenvironment
characterizedby (for traditionalgeostationary(GEO) satellites)much longerpropagationdelays
thanarefoundin terrestrialnetworks,and(for newer low-earth-orbiting(LEO) satellites)a rapidly
time-varying network topology. In this dissertation,we concentrateon theapplicationof satellite
systemsto provide this “last-mile” accessconnectivity, and focus in particularon two problems
relevant to Internetdatanetworking over thesebroadbandnext-generationsystems:i) improving
theperformanceof reliabletransportprotocolsoverhigh-latency paths,andii) routingstrategiesfor
networksof low-earth-orbitingsatellitesystems.Beforeintroducingtheseproblemsin moredetail,
wefirst digressto describethefundamentalcharacteristicsandtechnologicaltrendsof bothsatellite
communicationsystemsandthepresent-dayInternet.
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1.1 Satellitesand the Contemporary Inter net

1.1.1 A Brief Overview of SatelliteCommunications

The field of satellitecommunicationsystemsis a rich, multidisciplinary field involv-
ing several areasof electrical,aeronautical,andmechanicalengineering.Several booksprovide
overviews of the field as a whole; amongthe works in wide usetoday are thoseby Maral and
Bosquet[81], GordonandMorgan[50], andPrattandBostian[113].

The first ideaof usinga satelliteorbiting at a geostationaryaltitude(35,780km above
the equator)to provide communicationservicesis attributed to authorArthur C. Clarke in 1945.
Thefirst artificial communicationssatellite(SCOREin 1958)did not follow long aftertheSputnik
launchin 1957,andthefirst commercialgeostationarysatellite(INTELSAT 1, or “Early Bird”) in
1965usheredin the eraof overseastelephony via satellite. This first INTELSAT satellitehada
capacityof 480telephonechannelatanannualcostof $32500perchannel[81].

In the 1970sand 1980s,both the market for satellitecommunicationservicesand the
technologygrew rapidly. Besidesproviding internationaltelephony anddataservicesbetweenlarge
earthstationsownedby nationalcarriers,communicationsatelliteswereincreasinglyusedfor video
(television) distribution. The internationalorganizationINMARSAT wasfoundedto provide tele-
phony anddataservicesto maritimecustomers.As we describelater, the first satellitenetwork
experimentsbasedon packet switching(theAtlantic Packet SatelliteNetwork, or SATNET) com-
mencedin 1976. Finally, the constructionof systemsbasedon Very Small ApertureTerminals
(VSATs) for transaction-oriented traffic suchascreditcardverificationanddatabasemanagement
wasbegunin the1980s.

As mentionedabove, in the1990sthegrowth of alternative,cheapertechnologiessuchas
highspeedfiberopticnetworkshasgraduallyeliminatedmuchof theinternationaltelephony service
for non-mobilecustomers.However, technologicaladvancesenabledthecreationof direct-to-home
(DTH) satellitetelevision servicesthatarecompetitive with cabletelevision systems.And because
of the explosionof interestin the Internet,in the latter 1990ssatellitechannelshave begun to be
usedfor trunkingbetweeninternationalInternetServiceProvidersandtheUSbackbone.

In thecomingdecade,having beenrevitalizedby thedemandfor broadbandInternetac-
cessandbroadcasttelevision, thesatellitemarket is poisedfor largegrowth. Thetwo biggesttech-
nologicaladvancesarelikely to betheemergenceof systemsat Ka-band(20-30GHz) andsystems
composedof tensto hundredsof low-earth-orbiting(LEO) satellites.Ka-bandsystemsareadvan-
tageousbecausethey permit satelliteterminalssmallerthanonemeterin diameterto be usedfor
two-way communications,and becausethe amountof spectrumallocatedin this new frequency
bandis largerthanpreviousallocationsat lower frequencies.As weexplorelaterin this thesis,LEO
systemspromiseto offer serviceswith muchlower latency andterminalpower requirementsthan
thoseofferedby geostationarysatellites.Figure1.2 illustratesthecurrentplacementof theroughly
200 commercialgeostationarycommunicationssatellitesin orbit aroundthe Earth;with Ka-band
systemsanddirectionalantennasthat allow morethanonesatelliteto occupy an orbital slot, the
densitycoulddoublein thenext decade.Table1.1summarizessomecommerciallyproposedLEO
systemsunderdevelopment.In thelongrun,satellitesarewell positionedto offer broadcastservices
atcompetitive ratesandto providegeneralcommunicationscapacityto pointson theglobethatare
not well servedby terrestrialnetworks.However, it is clearthatthereis insufficient allocatedspec-
trumcapacityfor satellitesto significantlydisplaceterrestrialwirelineor wirelessnetworks,evenif
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Figure1.2: Currentcommercialcommunicationssatellitesin geostationaryorbit (Source:Hughes
SpaceandCommunicationsCompany; reproducedwith permission).

it wereeconomicalto doso[70].

1.1.2 The Inter net ProtocolAr chitecture

Theterm“the Internet”refersto a wide collectionof packet switchingnetworksthatare
tied togetherthroughthe commonuseof the InternetProtocol(IP) andits associatedroutingand
addressingconventions.Eachnetwork canbe thoughtof asa separate“autonomoussystem”that
takesresponsibilityfor deliveringtraffic within its own network howeverit seesfit whileconforming
to standardprotocolmechanismsat exchangepoints(interfaces)with otherparticipatingnetworks.
The mostdistinguishingcharacteristicof this network architectureis that it is decentralizedand
hasno singleadministrator. Anotherkey aspectof the architectureis how the variousprotocols
interrelate. Figure1.3 illustratesa popularview of the Internetprotocolarchitecture,sometimes
called the “hourglassfigure,” which illustrateshow thereis one commonprotocol (IP) usedby
everyone(at network exchangepoints)but that protocol layersabove andbelow the IP layer are
moreheterogeneous[110]. In fact, it wasthe needto interconnectdifferentnetworks suchasthe
original ARPAnet, SATNET, and the Mobile RadioNetwork in the SanFranciscoBay areathat
propelledthe usageof the Internetprotocol [121]. In Figure1.3, we have labelledfive network
“layers” thatarecommonlyassociatedwith theInternetarchitecture(alsosometimesreferredto as
the“TCP/IP” architecture).In this thesis,we will exploreproblemsinvolving protocolsthat lie at
thenetwork andtransportlayers.

ThecurrentInternetcanbecharacterizedby thefollowing features:� Best effort packet delivery The Internetmakes no guaranteesaboutbandwidth,latency,
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Iridium Teledesic Skybridge Globalstar ICO

Uses/services voice, broadband broadband voice, voice,
messaging access,private access,private messaging messaging

fax networks networks fax position
location

Data rates (Kb/s) 2.4 64,000down 20,000down 7.2 2.4
2000up 2000up

Number of satellites 66 288 80 48 10
Orbital planes 6 12 8 8 2
Altitude (km) 780 1375 1450 1410 10,400
Frequencyband L-band Ka-band Ku-band L/S-band S-band
Payloadtype circuit packet repeater repeater repeater
Payloadtype switched switched
Satellitecrosslinks yes yes no no no
Systemcosts 3.7 9 4.2 2.2 2.6
($ billions)

Table1.1: Summaryof majorLEO systemproposals(datafrom varioussources,but mainly [143]).

sequencing,or even the successfuldelivery of a packet. Instead,packetsareroutedamong
destinationsasbestastheroutinginfrastructurecando,andit is up to higher-layerprotocols
thatoperateend-to-endbetweencorrespondinghoststo provide whatever serviceguarantees
arenecessary(suchasin-order, reliabledelivery). Thisarchitecturaldecisionhascontributed
to thenicescalingpropertiesof currentInternetdeployment,albeitat thecostof supporting
poorly thoseapplicationsthatrequirestrict performanceguaranteesfrom thenetwork.� HeterogeneityAny way you look at the Internet,thereis a tremendousamountof hetero-
geneity. The performancecharacteristicsof end-hostsandcommunicationslinks operating
in theInterentvary widely. Thesuccessof thenetwork relieson successfuldeploymentand
operationof protocolmechanismsthat mitigate the problemsposedby this heterogeneous
environment.Two recentresearchprojectsin our researchgroup(oneon multimedia-related
proxiesfor heterogeneousnetworks[7] andoneon transportprotocolperformanceover het-
erogeneouswirelessnetworks [9]) focusedspecificallyon dealingwith heterogeneityin the
Internet.� Huge installed baseThroughoutthe1990s,the numberof hostson Internethasgrown ex-
ponentially. As of July 1999therewereover 56 million hosts,doublethe numberpresent
at the startof 1998[63]. As a result, it is increasinglyhardto make protocolchangesthat
do not interoperatecleanlywith existing hostson the network. New protocolsor protocol
enhancementsthat requirechangesto endhostsarenot likely to bequickly adoptedunless
they eitherenableanew servicenoteasilysupportedby theexistingprotocolbaseor provide
avery largeperformanceenhancement.Therefore,theonusis on thedeveloperto elaboratea
cleardeploymentpathfor any proposedenhancementsandto demonstratethat theproposed
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changesinteroperatewell with theinstalledbase.

1.1.3 Satellitesand the Inter net–A Match Worth Making?

It is alreadywell known and unavoidable that the end-to-endpacket delay over GEO
satellitelinks is commonlyseveralhundredmillisecondsworsethanmosthigh-speedInternetcon-
nections.AlthoughfutureLEO systemsareaimedat reducingthis absolutedelay, thetransmission
(error)performanceof thesesystemsis uncertainat this time andis likely to be worsethanwhat
userstypically observe with wirelinesystems.Boththeselonglatenciesand(potentially)higherror
ratescancauseperformanceproblemsfor Internetconnections.Often, theperformanceproblems
canbeovercomeby properprotocoldesign,but experiencehasproven that it is unrealisticto ex-
pectthatprotocoldesignerswill take thespecialcharacteristicsof asatellitelink into accountwhen
designingprotocols–satellitesaretoo muchof a nichemarket for optimization.Nevertheless,we
believethattheInternetandsatellitelinks canbeaverygoodmatchfor providing broadbandaccess,
for thefollowing reasons:� Curr ent Internet performanceis spotty Packet lossratesin theInternetcanbequitehigh;

it is not uncommonfor packet loss rateson portionsof the Internetto approach10 to 20
percentat timesdueto congestion.Many currentInternetusersusedial-upaccess,which (at
ratesof 30 Kb/s) canaddhundredsof millisecondsof delayfor largepackets. Additionally,
Web server responsetimes,while usuallyfast,cansometimesbe very sluggish(i.e., server
responsetimeshave heavy-tailed distributions [51]). In suchan environment,satellitelink
performancedoesnot look badin comparison.In fact, for someapplicationssuchaslow-
bit-ratevideo,it is possiblefor satellitetransmissionsof a videostreamto bedecodedearlier
than a terrestrially-routedstreamif the terrestrially-basedstreammust overcomea higher
packet lossrate.Becausethereis noadmissioncontrolnorfine-grainedtraffic policing in the
Internet,it is notclearwhethertheperformancewill improve markedlyanytimesoon.
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� Elasticity of popular applications Geostationarysatelliteconnectionsareconsideredprob-
lematic for “real-time” applicationsinvolving humaninteractions;for example, telephone
calls over satellitelinks encounterenoughlatency that the timing nuancesof normalcon-
versationcan be disturbedfor many users. Thesetypesof applicationshave beentermed
“non-elastic”[125]. In contrast,thetwo mostpopularusesof thenetwork– Webrelatedac-
tivities andemail–are“elastic” in that they do not requirestringentperformanceguarantees
from the network for usersto be satisfied.While it is likely that delay-sensitive wide-area
applications(suchas IP telephony) will evolve in the nearfuture, LEO systemsarebeing
designedspecificallyto bettersupportsuchapplications.� Bandwidth asymmetry matchestraffic asymmetry Satellitenetworksthataredesignedto
enablelow costuserterminalsaretypically built arounda “star” network topology, in which
a large hub antennaand large power amplifiersis usedto broadcasta high bit ratestream
to customers.However, becausethe mostexpensive componentof a customerterminal is
a power amplifier, a low wattagepower amplifier is usedand consequentlythe customer
cannotusea large returncarrierfor transmissionsbackto the hub. Fortunately, the typeof
asymmetricbandwidthprovidedby suchsystemsis well suitedfor Webbrowsing,by far the
mostpopularInternetapplicationin termsof network usage.Recenttraffic tracesof client
PCshaveshown anasymmetryratiobetweeninboundandoutboundbandwidthusageof over
5 to 1. Satelliteoperatorshavealreadycapitalizedonthistraffic asymmetrybyofferinghybrid
satellitesystems,suchastheDirecPCnetwork which allows usersto downloaddataat rates
up to 400Kb/sbut which reliesonadial-upreturnchannel(typically around30Kb/s) [100].

1.2 Contributions and ThesisOverview

1.2.1 Statementof Research Problems

In this thesis,weconcentrateon theapplicationof satellitesystemsto providebroadband
accessto theInternet. This is in contrastto usingsuchnetworksfor trunkingor transitconnectivity
betweencarriernetworks,ashasoftenbeendonehistorically. Becausepoint-to-pointsatellitecon-
nectionswill continueto bemoreexpensive thanfiber-basedoptions(if suchoptionsexist), satellite
communicationswill mostlikely beusedi) for broadcastingof informationto multipleusersandii)
for broadbandaccesswhereviable terrestrialinfrastructureis lacking. In this applicationcontext,
we focuson thefollowing two problems:� theperformanceof reliabletransportprotocolsover GEOsatellitelinks, and� thedesignof unicastroutingprotocolsfor LEO satellitenetworks.

The problemof designinganddeploying reliabletransportprotocolsthat performade-
quatelyover satellitelinks is well establishedone,but in our opinion the problemhasnot been
completelysolved andin particularwe approachthe problemfrom differentangles.Specifically,
we considerthe transportprotocolperformancethat a satellite-baseduseris likely to encounter
whenhis or herconnectiontraversesa portionof thewired Internet,in contrastto looking at trans-
portconnectionsin isolatedsatelliteenvironments.Weexplorechangesthatcanbemadein existing
transportprotocolimplementationsandspecializedprotocolgatewaysthatcanbedeployedwithin
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satellitebroadbandaccessnetworks. We especiallyemphasizestudyingprotocolperformancein
thecontext of othercompetingInternetconnectionsthatsharethesamepathasthemeasuredcon-
nection;suchanemphasisis not often found in theavailableliterature. And ratherthanfocusing
exclusively on file transfers,we exploretheperformanceof smalldatatransferscommonlyassoci-
atedwith Webbrowsing.

In contrast,the designof unicastrouting protocolsfor LEO networks is an emerging
problem,with muchof thepreviouswork onnetworking for LEO systemsfocusingonconnection-
orientedroutingratherthanpacket switching. This is becauseit haslong beenthoughtthatAsyn-
chronousTransferMode(ATM) networkswould form thebackboneof all futurebroadbandwide-
areanetworks.Sincethefutureof ATM is nolongerclear, andbecausewebelievethataconnection-
lessnetworking paradigmis bettersuitedfor rapidly time-varyingnetwork topologies,we instead
chooseto focuson IP-basedrouting. By constructinga network simulatorthat is ableto provide
detailedpacket-level simulationsof futureLEO networks,we explorenot only somefundamental
performancepropertiesof suchconstellationsbut alsomorespecializedroutingtechniquestailored
specificallyfor proposedLEO networks.

1.2.2 Contributions

Regardingthe two main problemsidentifiedabove, we wereableto make a numberof
contributions,whichwesummarizehereanddiscussin moredetailin thefollowing chapters:� Ourstudyof TCPperformanceoverGEOsatellitelinks is amongthefirst thatexploresin de-

tail the interactionsbetweensatelliteTCPconnectionsandother(non-satellite)connections
that sharepart of thesameend-to-endpath. Onelong-standingproblemin this context has
beenthefairnessperformanceof TCP’s congestionavoidancealgorithmwhenmultiplecon-
nectionswith differentroundtrip delayssharea bottlenecklink. Using simulationmodels,
we provide evidencethat,while TCPfairnessproblemsmaynot beeasilysolvablein a man-
ner that canbe incrementallydeployed by makingchangesto host implementations,small
changesto a satelliteconnection’s congestionavoidancealgorithmcansubstantiallyimprove
thefairnessof thebottlenecklink usagewithout comprimizinglink utilization. In particular,
in congestionsituationswewerefrequentlyableto doublethethroughputof satelliteconnec-
tionsby makingtheircongestionavoidancepoliciesslightly moreaggressive thannormal,but
notsoaggressiveastounfairly penalizeothercompetingconnections.Next, wehighlighthow
imperfectimplementationsof standardizedTCPoptionsrelatingto lossrecoveryandconges-
tion avoidancecan lead to poor file transferperformanceover satellitelinks and, through
experimentandsimulation,constructa referenceimplementationof theseoptionsthat can
achieve goodperformancein a non-congestedsatelliteenvironment. We alsoquantifyhow
much two proposedTCP options(TCP for Transactionsandoptionsfor increasingTCP’s
initial window) reducethelatency of shorttransfers,finding thattheuseof bothoptionscan
reducetheuser-perceivedlatency by afactorof two to three.However, sincetheseoptionsare
not guaranteedto becomewidely deployed, andsincethe file transferperformanceof even
satellite-optimizedconnectionscanbederailedby thefairnessproblemdiscussedabove, we
investigatetheperformancebenefitsthatcanbeachievedby usingTCPprotocolgatewaysin
a satellitenetwork. In particular, wefind thatwell-tunedTCPprotocolgateways,whichsplit
asingleTCPconnectioninto two separateconnections,canachieveperformancecomparable
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to connectionsthatdonot traverseaGEOsatellitelink.� GiventhatTCPprotocolgatewaysarepossiblein thenetworkarchitecture,weexplorewhether
protocolsotherthanTCPmaybemoresuitablefor thelong-delayandbandwidth-asymmetric
environmentof satelliteaccessnetworks.Wedescribetheoverall designandperformanceof
asatellite-optimizedtransportprotocol(whichwehavenamed“STP”) thatis specificallyde-
signedfor abroadbandsatellitenetwork characterizedbyhighdegreesof bandwidthasymme-
try. Somebenefitsof this protocolrelative to TCP’s performanceincludegoodperformance
in a high lossenvironment,lesssensitivity to largevariationsin theroundtrip delayexperi-
encedby packets,andareductionof upto anorderof magnitudein theamountof bandwidth
usedon thereversechannelto returnacknowledgments.� Finally, we conducta detailedinvestigationof packet routing alternatives in the context of
LEO satellitenetworks. Our studyis believed to beamongthefirst that focuseson thecon-
nectionlesspacket routing problemfor the highly time-varying network topologiesof LEO
networks. We describethe constructionof a LEO network simulator, suitablenot only for
packet routingstudiesbut alsofor otheraspectsof networking over futuresatelliteconstel-
lations. This simulatorrevealssomeinterestingfundamentaldelayperformanceproperties
of LEO networks that have not yet beendescribedin the literature. After illustratingsome
of theseproperties,we turn our attentionto packet routing. Although existing distributed
routing protocolscanbe madeto work in this environment,we seekto exploit the special-
ized topologicalpropertiesand systemconstraintsof LEO networks in the designof new
routing strategies. We first explore the hypothesis,advancedby other researchers,that by
makinglocally optimalpacket forwardingdecisionsthatminimizethegeographicdistanceto
thedestination,onecanobtainroutesthatarecloseto optimalin termsof delayperformance.
Althoughwefind thatadistributedprotocolbasedonthisconceptis fundamentallydifficult to
constructbecauseof thestructureof commercially-proposednetwork topologies,weareable
to demonstratethebenefitsof geographic-basedaddressesin centralizedroutingsystems.We
develop an addressingstrategy for a particularcellular structureon the Earth’s surfaceand
prove its optimality from the standpointof maximizingopportunitiesfor addressaggrega-
tion of geographicallycontiguouscells. By taking advantageof temporalconsistenciesin
routingtablesandaddressaggregationpossibilities,weproposeacentralizedroutingstrategy
that,whencompredto traditionalnon-hierarchicalroutingapproaches,leadsto a reduction
of over an orderof magnitudein both the amountof routing traffic that mustbe conveyed
betweennetwork nodesandthe numberof satelliterouting tableentriesusedfor non-local
destinations.

1.2.3 ThesisOverview

Theremainderof this dissertationis organizedasfollows.
In thenext chapterwe delve deeperinto backgroundmaterialrelatedto theproblemswe

addressin this thesis,and survey the relatedwork that provides the foundationfor the research
presentedherein.

In Chapter3 we describeour overall researchmethodologyandprovide anoverview of
thesimulationenvironmentthatweusedto generatenumericalresultsandtheexperimentaltestbed
usedto studytheperformanceworking implementationsof theprotocolsweconstructed.
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Chapters4 through6 form thecoreof the thesis,with Chapters4 and5 focusingon the
problemof transportprotocolperformanceover GEO satellitelinks, andChapter6 exploring the
problemof unicastpacket routingin LEO satelliteconstellations.

Chapter4 is concernedwith theperformanceof TCPin a satelliteenvironment,focusing
first on potentialremediesto fairnessproblemsinherentin TCP’s congestionavoidancealgorithm,
thenstudyingthe interactionof differentTCP implementationoptionsin a satelliteenvironment,
andfinally exploring the potentialgainsachievable throughthe useof TCP protocolgatewaysin
satelliteaccessnetworks.

In Chapter5 we introduceour satellitetransportprotocol(STP).We begin by describing
thebasicdesignandoperationof the protocol. We thenstudyits performancethroughthe useof
simulationmodelsandanimplementation.

We begin Chapter6 with a detaileddiscussionon theconstructionof a simulationenvi-
ronmentto studytheproblemof networking in LEO satelliteconstellations.After presentingsome
fundamentaldelayperformanceresultsobtainedfrom our simulator, we focusin theremainderof
thechapteron thestrategy of usinggeographic-basedaddressinginformationto simplify routing.

Finally, in Chapter7 weconcludeby summarizingourourwork anddiscussingdirections
for futurework.
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Chapter 2

Background and RelatedWork

In thischapterwesurvey work relatedto ourown,bothtopointoutthemany contributions
of previous researchersand to placeour contributions in the propercontext. We organizethis
survey aroundthetwo mainthemesof ourresearchonnetworkingoverbroadbandsatellitesystems:
reliabletransportprotocolperformanceoversatellitelinks, androutingfor LEOsatellitenetworks.
In bothcases,wefirst provide thereaderwith backgroundinformation,followedby adiscussionof
previousresearchrelatedto ourown. Weconcludeby summarizinghow our researchbuildson this
previouswork.

2.1 ReliableTransport Protocolsin a SatelliteEnvir onment

TheInternetis a besteffort network, which meansthatpacketsareneitherguaranteedto
arrive at theintendeddestinationat all, nor guaranteedto arrive at thedestinationin theorderthat
they weresent.This fundamentaldesignfeatureof theInternethasallowedit to scalewell, because
reliability is implementedat theend-hostsandnotwithin thenetwork. To provideapplicationswith
a guaranteed,in-order, datadelivery service,a reliable transportprotocolmustoperateover this
unreliablenetwork. Many of themostpopularInternetapplications,suchastheWeb,file transfer,
electronicmail, andremoteterminals,rely on end-to-endreliability betweenhosts.Almost all of
this traffic usesonedominanttransportprotocol;namely, theTransmissionControlProtocol(TCP).
In this section,we first describethe basicsof TCP operation,focusingon thoseaspectsthat are
mostrelevantto satellitelinks. Next, wesurvey thelargebodyof work thathasaimedat improving
TCPperformanceover satellitelinks andothernetwork pathsthatexhibit characteristicssimilar to
satellitelinks. Finally, wediscusswork onotherInternet-relatedreliabletransportprotocols.

2.1.1 TransmissionControl Protocol (TCP) Overview

This subsectiondescribesaspectsof TCP operationrelevant to the researchdescribed
in this thesis. TCP was originally specifiedand implementedfor the ARPANET in the 1970s;
the original InternetRFC was written in 1981 but was derived from several earlier ARPANET
specifications[111]. For a morecomprehensive overview of TCP, the interestedreaderis directed
to [127]. Over theyears,a largenumberof reliabletransportprotocolshavebeeninvented,but TCP
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Figure2.1: Typicalpacket sequencesfor TCPandT/TCP.

is currentlyusedalmostexclusively for reliableunicasttransportservicein theInternet.Hence,we
will focusourattentionprimarily onTCP.

BasicTCP Operation

TCP provides a reliable, end-to-end,byte-streamingdataservice(with guaranteedin-
orderdelivery) to applications.A transmittingTCPacceptsdatafrom anapplicationin arbitrarily-
sizedchunksandpackagesit in variable-lengthsegmentsfor transmissionin IP datagrams,with
eachbyte of dataindexed by a sequencenumber. The TCP receiver respondsto the successful
receptionof databy returninganacknowledgmentto thesender, andby delivering thedatato the
receiving application;the transmittercanusetheseacknowledgmentsto determineif any datare-
quiresretransmission.If onthesendingsidetheconnectionclosesnormally, thesendingapplication
canbealmostcertainthatthepeerreceiving applicationsuccessfullyreceivedall of thedata.

TCP is typically implementedin the operatingsystemkernel,andaccessedthroughan
ApplicationsProgrammingInterface(API). Themostwell known andusedAPI is known assockets,
and it provides user-level programswith accessto network serviceslike TCP throughstandard
systemcalls[127].

ConnectionEstablishmentand Release

TCPexchangesspeciallylabelledsegmentsto establish,release,andreseta connection.
Threesegmentsaretypically requiredto establishaTCPsession:theconnectioninitiator (typically
calledtheclient) first sendsaSYNsegmentto theconnectionresponder(typicallycalledtheserver),
theserver respondswith anacknowledgment(ACK) of theSYN concatenatedwith its own SYN,
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andtheclient thensendsbackanACK of thesecondSYN. To closea connection,bothsidessend
a FIN segmentto eachother, andrespondwith an ACK of the FIN. Figure2.1ashows a typical
segmentexchange.

Sevenpacketsareusuallyrequiredto transferaslittle as1 byteof data.To supportsmall
transactions,anextensionknown asTCPfor Transactions(T/TCP)wasstandardizedin 1994[15].
Figure2.1bshows how thesevenpacketscanbereducedto threefor a smallexchange.Supportof
theT/TCPextensionhasbeenslow, however, for two main reasons.First, therearesecuritycon-
cernsoverdenialof serviceattacksbasedonT/TCP(anattacker couldfloodaserver with SYNs;in
T/TCP’s case,eachSYN receivedcausestheserver to immediatelyallocatesystemresourceseven
if the connectionwill ultimately be rejected).Second,T/TCP requiresthe applicationto usethe
sendto() or sendmsg() systemcallswheninstantiatinga connection;however, mostapplica-
tionsusetheconnect() andthensend() or write() systemcalls.

BasicLossRecovery

Thebasiclossrecoverymechanismfor TCPis a retransmissiontimer locatedat thesend-
ing end.After a TCPsendersendsdata,it waits for a timeoutinterval for thereceiver to ACK the
data.If no ACK is receivedby theendof thetimeoutinterval, thedatais retransmittedanda new
timer is startedbasedon a new timeout interval. In most implementations,not every segmentis
timed–thereis only oneoutstandingsegmentbeingtimedat any giventime. Thetimeoutinterval
for a segmentis basedon the estimatedround-triptime (RTT) of the connection,andsubsequent
timeoutintervalsfor thesamesegmentaredoubledeachtime; thisprocessis known asexponential
backoff of the retransmissiontimer. TheestimatedRTT of a connectionis obtainedby repeatedly
timing packet exchangesto obtainRTT samplesandsubsequentlypassingthesamplesthroughan
exponentiallyweightedmoving averagefilter to obtaina smoothedroundtrip time (srtt) estimate.
The initial RTT is assumedto be very large (greaterthanonesecond)or may be obtainedvia a
cache.The RTT measurementis usuallyvery coarsein currentimplementations,andthe timeout
interval is alsovery conservative, with the basetimeoutinterval usuallysetto ��	����������	�������� ,
where	�������� is themeanlineardeviationof theRTT measurements.

CongestionAvoidanceand Control

TCPhasbeenheavily usedin theInternetfor overadecade,andalargepartof its success
is dueto its ability to probefor unusednetwork bandwidthwhile alsobackingoff its sendingrate
upondetectionof congestionin thenetwork; this mechanismis known as“congestionavoidance”
[66]. An additionalmechanismknown as“slow start” is useduponthestartof the connectionto
morerapidlyprobefor unusedbandwidth.Theoperationof thesemechanismsis describedin detail
in [127], andis briefly summarizedhere.TCPmaintainsavariableknown asits congestionwindow,
which is initialized to a valueof onesegmentuponconnectionstartup.Thewindow representsthe
amountof datathat may be outstandingat any one time, which effectively determinesthe TCP
sendingrate. During slow start,thevalueof thecongestionwindow doublesevery roundtrip time
(RTT), until eithera thresholdis reached(slow start threshold, initially setto an arbitrarily large
value),or a lossis detected.All lossesareinterpretedascongestioneventsin TCP, so,usingthe
basiclossrecovery mechanismdescribedabove, upona timeoutthe slow start thresholdis set to
thevalueof thecongestionwindow, thecongestionwindow is subsequentlyresetto onesegment,
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andTCP begins to slow startagainafter retransmittingthe missingsegment. Whenthe window
sizegrows larger thantheslow startthreshold,TCPentersthecongestionavoidancephase,where
it addsapproximatelyonesegmentto its window every oneor two RTTs. This is a muchslower,
lineargrowth phaseof thecongestionwindow.

Slow startandcongestionavoidancewereintroducedinto TCP in the late 1980s;TCP
implementationsthat implementslow startandcongestionavoidancewith thebasiclossrecovery
mechanismdescribedabove areknown asTCP“Tahoe”implementations.

EnhancedLossRecovery and CongestionAvoidance

The basiclossrecovery describedabove wasthe only lossrecovery mechanismimple-
mentedin theTCP(Tahoe)releasesof the late1980s.An enhancementto TCPTahoewasadded
around1990to form TCP“Reno.” Notethatin TCPTahoe,eachtimea lossoccurs,TCPmustwait
for a timeoutto retransmitthemissingsegment. Becausethe timeoutinterval is conservative, the
TCPsenderendsup idling for a relatively longperiodof time(on theorderof oneto two seconds).
Furthermore,theconnectionmustreenterslow starteachtime a lossoccurs.For satelliteconnec-
tions especially, this timeoutperiodandthe following slow start result in several secondsduring
which the throughputis very low andchannelbandwidthmay be wasted.TCP Renointroduced
the “f astretransmit”and“f astrecovery” mechanism.TCP Renoassumesthat the arrival of three
or moreduplicateACKs is a goodindicationthat thesegmentbeyondthatwhich is beingACKed
hasbeenlost. Ratherthanwait for a timeout,it retransmitsthesegmentimmediately, andreduces
thecongestionwindow to half of its previousvalue. It thenallows theTCPsenderto senda new
segmentfor eachduplicateACK received, to keepthepipe full during this recovery phase.If the
retransmissionis againlost,TCPmustwait for a timeout.For singlelossevents,TCPRenois very
effective in recoveringthelosswithoutadamagingreductionof throughput.TCPRenois described
in moredetailin [129]. Figure2.2illustratesanexampleof how TCP’scongestionwindow evolves
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over time [9].
For all of its effectivenessat recovering from singlelossevents,TCP Renohaswhat is

widely considereda bug whenit comesto multiple losseventsin a singlewindow [36, 60]. The
problemis thatif multiplelossesoccurin awindow of data(i.e.,within thesameRTT interval), TCP
Renoonly performsfastretransmitof thefirst missingsegment,andoftenmustwait for a timeout
for subsequentlostsegments.TCPimplementationsthatfix thisbugareknown asTCP“NewReno”
[42]. In Chapter4, we will discussthe implicationsof this bug on satelliteconnectionsin greater
detail.

TCP RenoandNewRenocanonly recover from onelossevent every RTT. In an envi-
ronmentwherethe RTT is large, this leadsto a very slow recovery for bursty lossevents. TCP
with Selective Acknowledgments[83], alsoknown asTCPSACK, standardizesa new TCPoption
that allows the receiver to reporta large numberof missingsegmentsat onetime. This option is
particularlybeneficialin thesatelliteenvironment,asweshow in Chapter4.

Finally, anexperimentalTCP implementationknown as“Vegas”attemptsto implement
a congestionavoidancemechanismthatavoids lossesby reducingthewindow upona detectionof
anincreasein theRTT (whichwould indicatequeuesbuilding alongthepath)[16]. Unfortunately,
TCP Vegashasnot beenshown to work well in a heterogeneousenvironment; in particular, in
a satelliteenvironment, it exhibits ratherpoor performancebecauseit is very slow to probefor
unusedbandwidth[146].

2.1.2 TCP Performanceover SatelliteLinks

Satellitenetworksformedapartof experimentalinternetsbeginningin themid 1970’s (in
theform of theAtlantic PacketSatelliteNetwork, or “SATNET” [65]), andTCPis reportedto have
workedcorrectlyoversuchlinks, albeitatbit ratesin thetensof Kb/s [123]. However, performance
problemsdid notmanifestthemselvesin anetwork wherethemaximumlink capacitywas56Kb/s.
In this section,we summarizesomeof the solved andunsolved TCP performanceproblemsin a
satelliteenvironment.PartridgeandShepardalsodiscussseveralof thesecausesfor poorsatellite
TCPperformancein [104].

Key Issuesfor SatelliteTransport

Themaincharacteristicsof theend-to-endpaththataffect transportprotocolperformance
are latency, bandwidth,packet loss due to congestion,and lossesdue to transmissionerrors. If
part of the path includesa satellitechannel,theseparameterscan vary substantiallyfrom those
foundonwirednetworks. In this thesis,wemake thefollowing assumptionsabouttheperformance
characteristicsof futuresystems:� Latency: The threemaincomponentsof latency arepropagationdelay, transmissiondelay,

and queueingdelay. In the broadbandsatellitecase,the dominantportion is expectedto
be the propagationdelay. For connectionstraversingGEO links, the one-way propagation
delay is typically on the orderof 270 ms, andmay be moredependingon the presenceof
interleaversfor forwarderrorcorrection.Variationsin propagationdelayfor GEOlinks are
usually removed by using Doppler buffers. Therefore,for connectionsusing GEO links,
the dominantadditionto the end-to-endlatency will be roughly 300 ms (oneway) of fixed
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propagationdelay. In the LEO case,this canbe an orderof magnitudeless. For example,
satellitesatanaltitudeof 1000km will contributeroughlyanadditional20msto theoneway
delayfor a singlehop; additionalsatellitehopswill addto the latency dependinguponhow
far apartarethe satellites.However, the delaywill be morevariablefor LEO connections
since,due to the relative motion of the LEO satellites,propagationdelayswill vary over
time,andtheconnectionpathmaychange.Therefore,for LEO-basedtransportconnections,
thepropagationdelaywill generallybesmaller(suchasfrom 20-200ms),but theremaybe
substantialdelayvariationaddeddueto satellitemotionor routingchanges,andthequeueing
delaysmaybemoresignificant[49].� Asymmetry: With respectto transportprotocols,a network exhibits asymmetrywhenthe
forward throughputachievabledependsnot only on the link characteristicsandtraffic levels
in the forward path but also on thoseof the reversepath [11]. Satellitenetworks can be
asymmetricin severalways. Somesatellitenetworksareinherentlybandwidthasymmetric,
suchasthosebasedon a directbroadcastsatellite(DBS)downlink anda returnvia a dial-up
modemline. Dependingon therouting,thismayalsobethecasein futurehybridGEO/LEO
systems;for example,a DBS downlink with a returnlink via the LEO systemcausesboth
bandwidthandlatency asymmetry. For purelyGEOor LEO systems,bandwidthasymmetries
mayexist for many usersdueto economicfactors.For example,many proposedsystemswill
offer userswith smallterminalsthecapabilityto downloadat tensof Mb/sbut, dueto uplink
carriersizing,will not allow uplinksat ratesfasterthanseveralhundredKb/s or a few Mb/s
unlessa largerterminalis purchased.� Transmission errors: Bit error ratios (BER) using legacy equipmentand many existing
transpondershave beenpoor by datacommunicationsstandards;as low as ����� � on aver-
ageand ��� �"! worstcase.This is primarily becausesuchexistingsystemswereoptimizedfor
analogvoiceandvideoservices.New modulationandcodingtechniques,alongwith higher
poweredsatellites,shouldhelp to make normalbit error ratesvery low (suchas �����$#&% ) for
GEOsystems.For LEO systems,multipathandshadowing maycontributeto amorevariable
BER,but in generalthosesystemsarealsoexpectedto beengineeredfor “fiber-like” quality
mostof thetime.1� Congestion: With the useof very high frequency, high bandwidthradio or optical inter-
satellitecommunicationslinks, thebottlenecklinks in thesatellitesystemwill likely be the
links betweentheearthandsatellites.Theselinks will be fundamentallylimited by theup-
link/downlink spectrum,soasa result,theinternalsatellitenetwork shouldgenerallybefree
of heavy congestion.However, thegatewaysbetweenthesatellitesubnetwork andtheInternet
couldbecomecongestedmoreeasily, particularlyif admissioncontrolswereloose.

Progressin Impr oving TCP for SatelliteChannels

Over the pastdecade,a numberof TCP extensionshave beenspecifiedwhich improve
upontheperformanceof thebasicprotocolin suchenvironments:'

With advancesin error correction, links are more likely to be in one of two states: error free, or completely
unavailable.
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� Window scale[67]: TCP’s protocolsyntaxoriginally only allowed for windows of 64 KB,
which limited throughputin practiceto roughly400Kb/s. Thewindow scaleoptionsignifi-
cantlyincreasestheamountof datawhichcanbeoutstandingonaconnectionby introducing
a scalingfactorto beappliedto thewindow field. This is particularlyimportantin thecase
of satellitelinks, which requirelarge windows to realizetheir high datarates. Becauseof
window scale,researchershave recentlyreportedTCPthroughputsover geostationarysatel-
lite links (in controlledenvironmentswith nocongestionor bit errors)in excessof 100Mb/s
[25].� Selective Acknowledgments(SACK) [83]: Selective acknowledgmentsallow for multiple
lossesin atransmissionwindow to berecoveredin oneRTT. TCPSACK wasdiscussedabove
in Section2.1.1.� TCP for Transactions(T/TCP) [15]: TCP for Transactions,amongotherrefinements,at-
temptsto reducetheconnectionhandshakinglatency for mostconnections,reducingtheuser-
perceived latency from two RTTs to oneRTT for small transactions.This reductioncanbe
significantfor shorttransfersover satellitechannels.We introducedT/TCPabove in Section
2.1.1.� Path MTU discovery [90]: This optionallows theTCPsenderto probethenetwork for the
largestallowableMessageTransferUnit (MTU). Using large MTUs is more efficient and
helpsthecongestionwindow to openfaster.

Eventhoughsomeof theseoptionshave beenspecifiedfor over fiveyears,not all implementations
usethemtoday. The lack of widespreadvendorsupportfor satellite-friendlyprotocoloptionshas
historicallybeena hindranceto achieving high performanceover satellitenetworks. Recently, to
alleviatethis,theInternetEngineeringTaskForce(IETF) hasputtogetheradocumentthatdescribes
thestandardTCPoptionsandconfigurationsthatimprove performanceoversatellitechannels[5].

Unresolved Problems

Despitetheprogresson improving TCP, thereremainsomevexing attributesof thepro-
tocol that impair performanceover satellitelinks. For theseproblems,thereareno standardized
solutions,althoughsomearecurrentlyunderstudy:� Slow start “ramp up”: TCP’sslow startmechanism,while openingthecongestionwindow

at anexponentialrate,maystill be too slow for broadbandconnectionstraversinglong RTT
links, resultingin low utilization. This problemis exacerbatedwhenslow start terminates
prematurely, forcingTCPinto thelinearwindow growth phaseof congestionavoidanceearly
in theconnection[104]. Researchersarenow consideringallowing a TCPconnectionto use
an initial congestionwindow of 4380bytes(or a maximumof 4 segments)ratherthanone
segment[4]. Transfersfor file sizesunderroughly four thousandbytes(many Web pages
are lessthan this size)would thenusuallycompletein one RTT ratherthan two or three.
In the following, we refer to this policy as“4K slow start” (4KSS).Otherresearchershave
investigatedthepotentialfor cachingcongestioninformationfrom arecentlyusedconnection
to startthenew connectionfrom a largerinitial window size[101],[132].
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� Link asymmetry: Thethroughputof TCPover agivenforwardpathis maximizedwhenthe
reversepathhasamplebandwidthanda low lossrate,becauseTCPreliesonasteadystream
of acknowledgments(ACKs) to advanceits window andclockoutnew segmentsin asmooth
manner. Whenthereversepathhaslimited bandwidth,theTCPacknowledgmentstreambe-
comesburstier, asACKsareclumpedtogetheror dropped.Thishasthreeeffects:i) thesend-
ing patternbecomesmorebursty, ii) thegrowth of thecongestionwindow (which advances
basedon thenumberof ACKs received)slows,andiii) the“f astretransmit”mechanismthat
avoidsretransmissiontimeoutsbecomeslesseffective. SinceTCPacknowledgmentsarecu-
mulative, researchershave recentlystudiedwaysto reducethe amountof ACK traffic over
thebottlenecklink by “ACK congestioncontrol” andsenderalgorithmsthatgrow thewindow
basedon theamountof dataacknowledged(suchasthebytecountingstrategy studiedin [2])
andthat“paceout” new datatransmissionby usingtimers[11]. Thishasthedrawbackof re-
quiringtransport-layerimplementationchangesatbothendsof theconnection.An alternative
approachreintroducestheoriginalACK streamat theotherendof thebottlenecklink (“ACK
filtering andreconstruction”)[11, 119]. Thisdoesnot requirechangesat theTCPsender, but
is morechallengingto implement.Finally, if theMTU for theconstrainedreversechannelis
small, thepathMTU discovery mechanismwill selectthesmall MTU for the forward path
also,reducingperformance.� Handling of transmission errors TCP treatsall lossesasa sign of congestion.If a seg-
mentis lost to a transmissionerror, TCPmisinterpretsthelossascongestionandinappropri-
atelyrespondsby reducingthecongestionwindow. Unnecessaryreductionsof thecongestion
window areparticularlydamagingto throughputover satellitechannels.Fortunately, recent
advancesin concatenatederrorcontrolcodescanmakemostbroadbandsatellitechannelsrel-
atively error free. Nevertheless,evenmild error rateson very high speedsatellitelinks can
have a cripplingeffecton throughput[26].� Implementation details In many implementations,applicationsmustexplicitly requestlarge
sendingandreceiving buffer sizesto triggertheuseof window scalingoptions.For example,
defaultsocketbuffer sizesfor many TCPimplementationsaresetto 4KB [56]. Unfortunately,
this requiresusersto manuallyconfigureapplicationsandTCP implementationsto support
large buffer sizes;moreover, someapplicationsandoperatingsystemsdo not permit such
configuration,including commonWeb servers [56] and Windows NT. Sincelarger socket
buffersconsumemorememory, it is not likely thatlargersocket bufferswill beturnedon by
default. Also, becauseTCPcanonly negotiatetheuseof window scalingduringconnection
setup,unlessit hascachedthevalueof theRTT to thedestination,it cannotinvoke window
scalinguponfinding out that the connectionis a long RTT connection.As we mentioned
above, even if T/TCP is presentin an implementation,applicationsbasedon the sockets
Application ProgrammingInterface(API) often usesystemcalls that prevent the usageof
T/TCP. Becausethe TCP standardis not rigorously definedor followed, different vendor
implementationsoftenhavedifferent(andbuggy)behavior (see,for example,[108] and[17]).
Thesubtleperformanceeffectsof thesevariationscansignificantlymanifestthemselvesover
satellitechannels.� TCP fairnessPerhapsthemostchallengingproblemis thatTCP’s congestionavoidanceal-
gorithm resultsin drasticallyunfair bandwidthallocationswhenmultiple connectionswith
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differentRTTs sharea bottlenecklink. The biasgoesagainstlong RTT connectionsby a
factorof (*)�),+ , where -�.0/ [73]. This problemhasbeenobservedby several researchers
[54, 80, 39, 40, 43, 41, 73], but aviablesolutionhasnotyetbeenproposed,shortof modifying
network routersto isolateandprotectcompetingflowsfrom oneanother[131]. Furthermore,
bandwidthasymmetryexacerbatesthefairnessproblemsby shuttingout certainconnections
for longperiods[74]. In [43], theauthorsdiscussa “constantrate”window adjustmentalgo-
rithm similar to theonewhich we explore. They observe thatREDgatewaysandReno-style
enhancementsto TCPareinsufficient to correctthebiasinherentin thestandardalgorithm.
In [39], theperformanceof aconstantrateincreasealgorithmis evaluatedvia simulationand
qualitative analysisfor connectionswith long RTTs which traversemultiple gateways. The
authorexplorestheperformancewhenall connectionsin thesimulationtopologyemploy the
modifiedalgorithm,andshows that theperformanceof theconstantratealgorithmmeetsat
leastoneacceptedmeasureof fairness,while theperformanceof standardTCPclearlydoes
not. In [41], Floyd exploresthe issuessurroundingalternative window increasealgorithms;
the constantrate adjustmentpolicy explored in Section4.1 builds on this work. Finally,
LakshmanandMadhow studytheperformanceof TCP/IPin networkswith high bandwidth-
delayproducts[73]. The authorsobserve that TCP is “grosslyunfair” towardsconnections
with higherround-tripdelays,andsuggestthatanalternatedynamicwindow algorithmis a
highpriority for futureresearch,althoughthey donotendorseany new algorithm.

Further Research Efforts

Researchon improving TCPperformanceover satelliteandwirelesslinks hasincreased
over the pastfive years. Threerecentresearchefforts standout. The first is the developmentof
a modifiedversionof TCP known asthe SpaceCommunicationsProtocol Standards– Transport
Protocol (SCPS-TP)for the generalspaceenvironment[34]. SCPS-TPproposesa new TCP op-
tion which would enableseveral changesto basicTCPmechanisms,includingthe following: dis-
tinguishingbetweenpacket loss and packet errors(to reactdifferently to the two events),using
theTCPVegascongestionavoidancealgorithms,identifying link outageevents,performingheader
compression,andusingselectivenegativeacknowledgments.However, SCPS-TPdoesnotadvocate
aparticularstrategy for handlingasymmetricchannels,althoughseveralpossibilitiesarediscussed.
A morecomprehensive studyon theuseof TCPover asymmetricchannelswasrecentlyperformed
atBerkeley [11], althoughthemotivationfor thestudywaspacketradioandwirelesscablenetworks.
Theauthorsinvestigatedseveral techniquesfor reducingthe frequency of ACKs generatedby the
TCPreceiver, by examiningbothnetwork agent-basedsolutionsthatdo not requirehostmodifica-
tions andsolutionsinvolving modificationsto the TCP implementation.By combiningstrategies
from SCPS-TPandtheBerkeley modificationsfor asymmetry, it is possibleto constructamodified
TCPwhichbehavesquitesimilarly to theSatelliteTransportProtocolthatwedescribein Chapter5,
althoughit requiresimplementationchangesat boththesenderandreceiver, or receiver-sidegate-
ways. Finally, the University of Kansashasbeenactive in experimentingwith TCP performance
over high-speedsatellitechannelsavailableon theNASA AdvancedCommunicationsTechnology
Satellite(ACTS), which provides channelsat up to OC-12 (622 Mb/s) rates[25]. The IETF is
currentlydocumentingongoingsatellite-relatedTCPresearchin [3].
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2.1.3 Other RelatedProtocols

In Chapter5, we studythedesign,implementation,andperformanceof a new transport
protocol,which we call theSatelliteTransportProtocol (STP),that is proposedasa substitutefor
TCP in a satelliteenvironment. STP is an evolution of the ATM link-layer protocol known as
the ServiceSpecificConnectionOrientedProtocol (SSCOP)[64]. SSCOPitself wasprimarily a
synthesisbetweentwo researchefforts in the 1980s.Researchersat AT&T developedthe “SNR”
protocolfor high bandwidth-delayproductnetworks [97]; theprotocolis namedafter its inventors
Sabnani,Netravali, and Roome. In parallel, COMSAT Laboratorieswas working on selective-
repeatstrategies for satellitenetworks [88, 27]. Standardizationproposalsbasedon theseefforts
were combinedto form SSCOP. Timer-driven acknowledgmentmechanismssimilar to thosein
SSCOPdatebackto 1984[32]. The error performanceof SSCOPwasstudiedin [58], while the
performanceof SNR wasexaminedin [78] and [33]. Finally, similar protocoldesignprinciples
have beenincorporatedinto wirelesslink layerprotocols(e.g.,[96]).

Over thepasttwentyyears,a numberof transportprotocolshave beendesignedfor dif-
ferentnetworkingenvironments–asurvey of many of theseprotocolscanbefoundin [31]. Perhaps
the two mostnotablesatellite-orientedtransportprotocolsthat have beendevelopedaretheNET-
BLT protocol[30], developedby Clark,Lambert,andZhangin the1980s,andtheXpressTransport
Protocol(XTP) version4.0[145].

XTP is averyflexible transportprotocoldesignedfor applicationsrangingfrom real-time
embeddedsystemsto multimediadistributions to applicationsdistributedover a wide area[145].
XTP can supportthesemany diverseenvironmentsbecauseit exposesa lot of policy decisions
to the applicationsthroughan API muchricher thanthe standardsocketsAPI. For example,the
XTP API allows theapplicationto configuremulticastgroupmanagement,priority schemes,error
controloptions,flow controloptions,therateat whichdatais acknowledged,etc.Thefundamental
differencebetweenSTPandXTP is thatXTP providesmoreservicesandexposesa lot morepolicy
to theapplicationvia anenhancedAPI, whereasSTPprovidesonly oneservice–a reliable,byte-
streamingdataservice.As a result,STPis specificallyoptimizedfor bit efficiency andlow latency
in the satelliteenvironment,anddoesnot requirechangesto the socketsAPI or the applications
(which must intelligently configureconnectionparameterswhen using XTP). XTP incorporates
severalprotocolmechanismschosenfor STP, includingrateandburstcontrol,efficient transaction
performance,selective negative acknowledgments,unsolicitedrequestsfor retransmissions,anda
polling mechanismto solicit acknowledgments.

NETBLT wasspecificallydesignedfor bulk datatransferoverawidevarietyof networks,
including thosewith satellitechannels.Configuredto run over IP, NETBLT differs from TCP in
thatdatatransferis flow controlledvia (non-adaptive) ratecontrolratherthanwindow control,and
theparametersof ratecontrolarenegotiatedduringconnectionsetupandperiodicallythroughout
theconnection(althoughusingratecontrolaspartof congestioncontrol is not specified).Also, in
NETBLT thedatais arrangedin large fixedblock sizescalled“buffers,” ratherthanbeingtreated
asa bytestream.Applicationsareawareof thesedataboundariesandpasscontiguousbuffers to
thetransferprotocol.TheSTPprotocolwe describein Chapter5 resemblesNETBLT in its useof
selective acknowledgments,andin its supportof ratecontrolto supplementwindow control.
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Overlap of coverage at the poles
Cross-plane intersatellite
links (ISLs) are turned off

causes rapid ISL handoff
Counter-rotating seam

Satellites have ISLs
within their orbital plane
and between planes 

Figure2.3: Exampleof a polar-orbiting satelliteconstellation.The figure (andsubsequentSaVi-
labelledfigures)wasgeneratedusingtheSaVi softwaredevelopedby theGeometryCenterat the
Universityof Minnesota.

2.2 Packet Routing for LEO Networks

In this section,we describethe fundamentalcharacteristicsof LEO networks that are
relevant to thepacket routingproblemwe studyin Chapter6. We alsosummarizeprior work that
is relevant to our research.For overviews of otheraspectsof LEO systems,theinterestedreaderis
directedto [105, 68]. Our emphasishereinis on emphasizingthosefeaturesthataresalientto the
packet routingproblemanddiscussingtheir impacton thedesign.

2.2.1 Network Characteristicsof LEO Constellations

ConstellationDesign

Most commercially-proposedLEO constellationdesignsplacethesatellitesin a number
of near-polarorbital planes,in which thesatellitesareuniformly distributedin near-circularorbits
aroundthe plane,and in which the planesare roughly evenly spacedaroundthe globe (Figure
2.3). Theclosertheorbital inclinationtendstowardsa purelypolarorbit, themoredifficult it is to
launchthesatellites–purelypolarorbitsareconsideredtoodifficult to launch.Althoughthisdesign
hasa concentrationof coverageat the poles,it hasbeenfound to be a superiordesignfor total
Earthcoveragewith a modestnumberof satellites[13], andit hasthe advantagethat mostof the
intersatellitecommunicationslinks arenot rapidly time-varying. In general,auseranywhereon the
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Earth’s surface

Pole

Figure2.4: Illustrationof how orbital planesintersectnearthepoles.A minimal amountof orbital
eccentricityguaranteesthatoneorbit passesover theotherandnocollisionsoccur.

Earth’s surfaceshouldbeableto view (above acertainelevationmask2) at leastonesatelliteat any
time. We assumethat, in general,morethanonesatellitemaybeabove theelevationmask.Each
satelliteis equippedwith anantennasystemcapableof directedcoverageof portionsof theEarth’s
surface. To obtainhighersystemcapacity, the antennasystemincorporatesfrequency reusevia
decompositionof thecoverageareainto anumberof smallerspotbeams(i.e.,cells).At analtitude
on theorderof onethousandkilometers,thesatellitesorbit theEarthroughlyevery two hours,so
thatcontinuouscoveragerequireslink handoff betweenterminalsandsatellites.Thefootprint track
of thesatellitesalsohasaneast-westcomponentaswell asthenorth-southcomponent,sinceasthe
satellitesorbit in theirfixedplane,theEarthrotatesbeneaththem.

The fact that therearemultiple satellitesabove a given terminal’s elevation maskdoes
not necessarilyimply that a given terminal can communicatewith more than one satellite. To
communicatewith a satellite,the terminalmust lie within the radiationpatternof that satellite’s
directionalantenna.Sincepower managementis a concernin LEO systems,especiallyon thedark
sideof the Earth,satellitesystemssuchasIridium deactivateredundantantennabeamsto reduce
power [62, 49]. However, by providing coverageto anareafrom morethanonesatellite,thesystem
availability canbe increasedin several ways. First, thesystemcancompensatefor shadowing by
terrainandbuildingsby offeringalternative satellites.Second,duringdaylighthours,if thesatellite
is locatedalongthesameline of sightasthesun,communicationwill beimpossiblefor aperiodof
time evenif thesatelliteis high in thesky. This is known asa sunoutage andoccursalsoin GEO
systems,althoughonly for a few minuteseachdayaroundthespringandfall equinoxeswhenthe
suncrossestheEarth’s equatorialplane.Third, increasedbandwidthcanbeprovidedto aparticular
geographicarea(for example,an areawith a lot of users)by usingspotbeamsfrom neighboring
satellites.1

Theelevationmaskis theminimumelevationangleof thesatellite(with respectto thetangentto theEarth’s surface
at theterminal’s location)above whichcommunicationsareconsideredto bepossible.
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(a)Nadir-pointingfootprint (b) Fixed-earthfootprint

Figure2.5: Satellite-fixed(nadir-pointing)vs. Earth-fixedfootprints.

Intersatellite Links

Thesatellitesareconnectedvia anetwork of intersatellitelinks (ISLs). Typically, agiven
satellitewill have ISLs to betweenfour andeightof its nearestneighbors–payloadconstraintswill
likely prohibit theuseof morethaneightISLs. ISLsareprojectedto behigh-capacityHF or optical
links– therefore,in this type of system,the bottlenecklinks will be the ground-to-satellitelinks
(GSLs),dueto the limited RF spectrumavailable for suchlinks. Therearethreetypesof ISLs.
IntraplaneISLs, which connecta satelliteto two or four of its nearestneigborswithin the same
plane,canbetreatedasfixedlinks in thetopology. InterplaneISLs,which connecta satelliteto its
nearestneighborsin adjacent,co-rotatingplanes,arevariablelinks for a numberof reasons.First,
thedistancebetweensatelliteplaneschangesasa functionof latitude.Second,phasingmaynotbe
maintainedbetweentheplanes,causingthesatellitesof differentplanesto slowly drift with respect
to one another. Third, the interplaneISLs are switchedoff in the vicinity of the polesbecause
theantennapointingmechanismcannottracktherapidlychanginganglebetweenthesatellitesfast
enough[49, 140]. Finally, notethat in a polarconstellation(Figure2.3), therearetwo regionsin
which theplanesarecounter-rotating,therebyforming a “seam”in thetopology. Cross-seamISLs
area specialcaseof interplaneISLs. Cross-seamISLs, if they exist, arerapidly handedoff to the
next satellite. If cross-seamISLs do not exist, communicationbetweentwo locationson opposite
sidesof theseammustberoutedoverapole.TheIridium systemdoesnotsupportcross-seamISLs,
while Teledesicplansto supportthem. Keller andSalzwedelhave analyzedtheproblemof cross-
seamISLs in theIridium systemandhave concludedthatno specialantennasteeringrequirements
arenecessary[71], althoughlink acquisitionmaybechallenging.In ourresearch,wehaveassumed
thatcross-seamlinks canalwaysbeacquired.For example,Teledesicplansto usetwo interplane
ISLspersatellite,but at theseam,only oneISL will beactive; theotherwill beusedto acquirethe
next (cross-seam)satellite[61].

Handoffs

In LEO systems,eachsatellitecovers a portion of the earth’s surfacewith a radiation
pattern,or footprint. Eachsatellite’s footprint is typically divided into a numberof equal-sized
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cells,anda phasedarrayantennaon-boardthesatelliteperiodicallyilluminateseachcell andthen
“hops” to anotherone,creatinga “hopping beam”(or scanningbeam)scheduleover time. The
purposeof smallcellsandelectronically-steered hoppingbeamsis threefold.First, if theradiated
power is concentratedon a small area,the link budgetimproves and terminalscan usesmaller
antennasor power. Second,asin cellularsystems,systemcapacitycanbeincreasedvia frequency
reuse.Finally, by varyingthehoppingdwell intervals,varyingamountsof capacitycanbeallocated
to thedifferentcells.

Sincethesatellitesmove with respectto theEarth’s surface,connectionsbetweena ter-
minal anda satellitemustbehandedover to anothersatellitewhenthe currentsatellitedropstoo
low above thehorizon. For example,theview time for anIridium satelliteis roughlytenminutes.
Therefore,eachsystemmusthave a techniquefor controllinghandoffs of active communications
sessions.Therearetwo generaltechniquesavailable,dependingon thecapabilitiesof thesatellite
antennasystem.Thefirst technique,asynchronoushandoff, is appropriatefor satelliteantennasys-
temsthathaveanadir3 pointingfootprint. As thesatellitemovesacrossthesky, its footprintsweeps
acrossthe surfacewith a constantvelocity (on the orderof 5-10 km/s), asshown in Figure2.5a.
Whena terminalreachestheedgeof thecurrent(leading)footprint, it is handedoff to a new satel-
lite whose(trailing) footprint is enteringthearea.This is thetechniqueusedin theIridium system,
andthehandoff processis managedby acentralcontrolstationthatmonitorseachterminalto detect
whenit nearsacoverageboundary[62]. At any point in time,somefractionof theterminalswill be
nearacoverageboundary, sothesystemmustbecontinuallyinvolvedin handingoff terminals.

An alternative handoff approachhasbeenproposedby RestrepoandMaral [118]. If the
satellitesystemis capableof electronicallysteeringits beamsothat it compensatesfor its motion,
thesatellitefootprintcanbefixedfor asmallinterval. As shown in Figure2.5b,this leadsto “Earth-
fixed cells” on the ground. After sometime, all of the satelliteswill be moving away from their
respective footprints;thesystemcanthenperiodicallyreassigneachsatelliteto anew fixedfootprint
on theground.With this approach,thehandoffs aresynchronoussinceall handoffs occurwhenthe
network reorganizes,andthetopologywill remainstaticfor ontheorderof tensof secondsto a few
minutes.Notethatif thesystemperiod,whichisdefinedastheleastcommonmultipleof thesatellite
orbitalperiodandtheEarth’srotationperiod,is small,theconstellationconfigurationcanbethought
of asevolving througha small setof discretestates.Althoughsomeauthors[112, 24] emphasize
the importanceof a small systemperiod, we assumethat the network connectivity betweenthe
groundterminalsandthe satellitenetwork will never be cyclic, so its influenceon routing is less
significant.4

Summary of ConstellationParameters

Table2.2.1summarizeskey propertiesof the (proposed)TeledesicandIridium constel-
lations. Of thesevalues,we will show in Section6.3 that theseamseparation,theelevationmask,
andthepresenceof cross-seamISLs have importantimplicationson theroutinganddelayperfor-
manceof thesystem,while theotherorbitalparameterslistedareof importancemainly in thatthey
influencethethreekey parameterslistedabove. Parametersfor Iridium weredrawn from [105], and
thosefor Teledesicfrom [18, 92].F

Thenadirpoint is thepoint on theEarth’s surfacethatis intersectedby a line betweenthesatelliteandthecenterof
theEarth.It is alsosometimesreferredto asthesubsatellitepoint.G

TheTeledesicandIridium systemsdonothave asmallsystemperioddueto their choiceof altitude.
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Iridium Teledesic

Altitude 780km 1375km
Planes 6 12

Satellitesper plane 11 24
Orbit inclination (deg) 86.4 84.7

Interplane separation(deg) 31.6 15
Seamseparation(deg) 22 15
Elevation mask (deg) 8.2 40

Max. ISLs per satellite 4 8
Cross-seamISLs no yes

Table2.1: Parametersfor the Iridium andTeledesicsystems.Both systemsareexamplesof polar
orbitingconstellations.

2.2.2 Routing in LEO SatelliteNetworks

Muchof thepreviouswork onLEO networksfocusesoncommunicationsat thephysical
(transmissionsystemdesign)and link (multiple access)layers,and on constellationdesign,but
thereis someprevious work in the areaof routing. We first provide an overview of someof the
morecomprehensive worksonLEO networksin general.Next, we focusonworksthatconcentrate
onvariousaspectsof routingin LEO networks.

LEO Systems

The following worksprovide goodoverviews of many aspectsof LEO satellitesystems
without focusingon routingperse.Two bookshave recentlybeenpublishedon LEO communica-
tion systems.Pattandescribesorbital mechanics,constellationdesign,multiple access,frequency
issues,andantennasubsystemsin [105]. Jamalipourfocuseson two key issues:the implications
of theprojectednon-uniformtraffic densityaroundtheglobe,andananalysisof spreadspectrum
multipleaccess[68].

Maral’s tutorial paperon LEO satellitesystemsis a very goodoverview of the stateof
the art circa 1990[82]. The paperdiscussesorbital configurations,basicrouting issues,multiple
access,andlink analyses.Wood’s Master’s thesisis oneof themostcomprehensive discussionsof
LEO graphtopologyissuesandtradeoffs in constellationdesign[142]. Gavish andKalveneshave
studiedtherelationshipbetweensatellitealtitudeandLEO delayperformance,systemcapacity, and
powersystemdesign[49]. They find thatthealtitudeof satellitescanbeacritical designparameter
dependingonthevariousconstraintsof thesystems.Finally, WernerdescribesLEOtopologydesign
issues,constraintson intersatellitelinks, andcapacityandtraffic engineeringaspects,andpresents
a formalmodelfor theanalysisof network connectivity requirements[140].

Asidefrom thereferenceslisted immediatelyabove, a numberof papersfocusprimarily
onconstellationdesign.Thework by AdamsandRideris oftencreditedasthebasisfor theIridium
constellation[1]. The paperby Besteanalyzesthe designof satelliteconstellationsto provide
different levels of continuous,redundantcoverage[13]. Oneof the earliestsimulationmodelsof
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LEO networks,usedto evaluatedifferentconstellationdesigns,is describedin [29].
Researchliteratureon proposedcommercialLEO systemsis difficult to find. Therehave

beena numberof high-level paperson the Iridium system–the papersby Grubband Brunt are
probablythemostaccessibleandrepresentative of thegroup[52, 22]. HubbelcontraststheIridium
and(cellular)AMPSsystemswith respectto signalingandhandoffs, providing usefuldetailsabout
how Iridium handoffs work [62]. Fossahasstudiedtheperformanceof Iridium in theeventof the
lossof severalsatellites[45]. It is perhapsworth notingherethatothersimilar workshave focused
on themilitary survivability of LEO networks,including[23, 14].

TheTeledesicsystemis anoutgrowth of anoriginalsystemproposalcalledCalling[134],
whichseemsto havebeendevelopedindependentlyandconcurrentlywith Iridium in thelate1980s.
AlthoughCallingwasorientedtowardstelephony services,Teledesichasevolvedinto a broadband
systembasedonpacketswitching.Thereis verylittle publicly availableliteratureonTeledesic.The
paperby Sturzadescribesvarioussystemdesignissues,while thepresentationof Braundescribes
Teledesicin thecontext of extendingthereachof theInternetthroughthesystem[130, 18]. Three
patentsassignedto Teledesicrevealpossibleaspectsof thedesign.Thefirst,describedin moredetail
in subsequentchapters,is anEarth-fixedcell systemfor satellitespotbeammanagement[107]. This
Earth-fixed cell approachto satellitehandoffs is alsodescribedin a paperby RestrepoandMaral
[118]. The secondpatentdescribesa satellite-basedfastpacket switch [106]. The third, which
we will describein moredetail shortly, describesa possibleroutingarchitecturefor theTeledesic
system[77].

Network Routing in LEO Systems

The network routingproblemin LEO systemsencompassesthe overall servicestrategy
(connection-oriented or connectionless),theroutingstrategy (centralizedor distributed),theactual
protocolsor algorithmsusedto managethe dynamicnatureof the network, andthe satellitehan-
dover strategy usedby terminalsandsatellites.In this subsectionwe provide anoverview of prior
work thatspecificallyrelatesto oneor moreof theseissues.

A numberof papershaveexaminedissuesrelatedtovirtualconnectionroutingin connection-
orientedLEO networks.Onedifficulty with connection-orientedroutingariseswhenthecommuni-
cationssessionoutlaststhevisibility periodof theinitial andfinal satellitesof theend-to-endpath–
the connectionmust necessarilybe handedover to successorsatellites. Uzunaliogludeveloped
analgorithmfor reroutingexisting connectionsthatbalancesthecompetingconcernsof complete
rerouting(for optimality)versusasimplerrouteaugmentationto aportionof theexistingpath[135].
Uzunaliogluhasalsoconsidereda techniquecalledtheProbabilisticRoutingProtocolthatcanbe
usedto selectinitial routesthroughthesatellitenetwork thathave a low probabilityof requiringa
connectionreroute[136]. In [138], Wernerproposedsubdividing the time-varyingLEO topology
into intervals(states)of statictopology, enumeratingall of thepossiblevirtual circuit combinations,
andthenpicking a paththatminimizesdelayjitter by selectinga pathacrossa seriesof statesac-
cordingto someoptimizationtechnique.Similar resultsby the sameauthorarealsoreportedin
[139]. Mostrecently, Papapetrouetal. haveconsideredthedelayperformanceof LEO satellitecon-
stellationsunderself-similarandPoissontraffic by studyinga simulationof Motorola’s proposed
Celestrisystem[103]. TheauthorsconsiderusingDjikstra’salgorithmto determineappropriatevir-
tualcircuit routesthroughthenetwork, andpresentresultson theimplicationsof self-similartraffic
loadson LEO satellitetopologies(namely, confirmingthat self-similartraffic is morebursty than
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Poissontraffic andhencerequireslargerpacket queues).
In anotherwork appliedinitially to connection-orientedroutingbut alsorelevantto packet

switching,Changhasproposedmodelinga LEO systemasa Finite StateAutomatonby dividing
thesystemperiod5 into fixedlengthintervals,duringwhich thesystemis assumedto have a fixed
topology[24]. A “visibility matrix” of potentialsatellite-to-satelliteinterconnectionsis computed
for eachstate,andanoptimumISL assignmentis computedfor the stateto bestmake useof the
limitednumberof ISLspersatellite(i.e.,theISL topologyis notfixedbut is dynamic).Thetopology
problemis solved jointly with an optimal routingproblemthat is basedon the offeredload. The
optimalroutingtablesandlink assignmentsarethenuploadedto thesatellites.Thepaperassumes
that the topology is very regular andhencethe systemperiodandthe numberof statesis small,
which,asweshow laterin this thesis,is not thecasein commercially-proposednetworks.Another
work thatdealswith optimizingthe ISL topologysoasto maximizenetwork connectivity is [98].
The papersby Wernerdescribedabove alsomodelLEO topologiesasa evolving througha finite
setof stateswith fixed topology, andthe paperby Papapetrouet al. [103] alsocapitalizeson the
conceptof asystemperiod.

As mentionedabove,bothPattersonandRestrepoandMaralhave proposedacellularge-
ometryfor usein anEarth-fixedcell system[107, 118]. In suchasystem,thesatellitescontinuously
train their antennasontoa fixedfootprint for a periodof time,andthensynchronouslyswitchover
thethenext footprint. This techniquehasthepotentialto simplify thehandovers,andconsequently
thepacketroutingproblem,significantly. However, suchasystemcomesatthecostof adegradation
in theelevationmaskusedin thesystem,whichhasnotbeenanalyzed.

In one of the earliestworks on packet switching via low earthorbit satellites,Brayer
studiedthepacket routingproblemwith anemphasisonsurvivableanddistributedalgorithms[19].
In the proposedsystem,designedfor a doubly-connectedconcentricring topology, the routing is
completelydistributed, relying on shortestpath routing if a route is known to exist andrandom
routingotherwise.Nodesadaptively learnaboutroutesto destinationsby observinga pathrecord
codedinto theheader. Communicationsbetweenrings(orbitalplanes)is notdiscussedin thepaper.

MaugerandRosenberg introducethe conceptof defininga logical, virtual topologyof
cellson theground,andperformingroutingof thepacketswith referenceto thefixedvirtual model
[84]. Satellitesthat move above a given region becomethe embodimentof the virtual node. By
providing a fixed virtual topologyandby usingvirtual connectionsobtainedthrougha restricted
setof routing plans,the satellitenetwork canprovide quality-of-serviceguarantees.The authors
recognizethattheremaybediscrepanciesbetweenthevirtual modelandtheactualinterconnection
of terminalsto satellitelinks (sinceterminalhandovermaybeperformedindependentlyof reassign-
mentof satellitesto virtual nodes),andcompensatefor this by proposingthatownershipof cellsis
broadcastto all adjacentnodessothatroutingto thefinal satellitein thepathcanbeaccomplished.
Thepaperdoesnotprovideany quantitative analysisof thisapproach.

Thepaperby Shachamis oneof theearliestworkson multi-satelitenetworks to discuss
many of theissuesstudiedin thisdissertation;namely, distributedroutingprotocolsandaddressing,
aswell astopologycontrolandtransportprotocols[124]. Shachamadvocateslink-stateroutingthat
utilizesthepredictabilityof topologychangesandcomputationof multiplepathsbetweennodes,as
well asquality-of-servicerouting. Thepaperalsodiscussesaddressing,andis thefirst to propose
basingaddresseson the geographicallocationsof the terminals. The paperdoesnot presentanyH

Thesystemperiod is theleastcommonmultipleof theorbit periodandtheEarth’s rotationperiod.
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quantitative evaluationsof any of the proposals,however. HashimotoandSarikayaalsosuggest
usinggeographicinformationembeddedin addressesto performdistributed packet routing [55].
However, they do not validatethe correctnessof their proposedalgorithm. In a later chapter, we
describeourattemptsat implementingsucharoutingprotocolin acommercially-proposedconstel-
lationsuchasTeledesicor Iridium.

Not muchhasbeenpublishedon thetechnicaldetailsof theroutingusedby theIridium
or (proposed)Teledesicsystems,but wehavediscoveredthreepatentsspecificallyrelatedto routing
in LEO constellationsthathave beenassignedto thecompanies.6 For Iridium, Rahnemadescribes
a strategy for building routingtablessoasto distributeasmuchaspossibletheloadacrossvarious
links while meetingcertainroutedelaycriteria [117]. Briefly, given someknowledgeaboutthe
traffic demandbetweensource-destinationpairsanda setof candidateroutesbetweenthosepairs
that meetssomedelaycriteria,an algorithmis describedthat iteratively selectsamongthe candi-
dateroutesthe routethat resultsin the mostuniform distribution of traffic load amongthe links
consideredso far. The patentdoesnot discusshow to determinethe order in which to consider
source-destinationpairssoasto achieve anoptimalsolutionover all possibleorderings,nor doesit
considerground-to-satellitelinks in the topology. Relatedto this is anearlierpatentby Rahnema
thatdescribeshow alternateroutesmaybeselectedat randomto balanceload(while notdiscussing
how to prevent routing loopsfrom occuringin sucha system)[116]. Finally, a recentpatentby
Liron describesin greatdetail how analgorithmvery similar to link-stateroutingmaybeapplied
to the proposedTeledesicconstellation[77]. Again, the patentdoesnot discusshow the network
tracksandaccountsfor thetime-varyinginterconnectionof terminalsto thesatellitemesh.

Finally, anotherwidely studiedclassof multi-hopnetworkswith rapidlychangingtopol-
ogy is mobilead-hocnetworks. Two generalclassesof routingprotocolsexist for suchnetworks–
proactiveandreactive. Proactive protocolscontinuallyupdaterouting informationsothat,whena
packet needsto be forwarded,routing informationis alreadyin place.TheWirelessRoutingPro-
tocol, basedon theclassof distance-vectorprotocols,is a goodexample[93]. Reactive protocols
insteadinvoke a routediscovery procedureasneeded.TheZoneRoutingProtocolis anexampleof
a hybridbetweenproactive andreactive schemes,maintainingpreciseroutinginformationwithin a
certainradius,andqueryingfor routesondemandfor locationsoutsideof theradius[53]. Although
certainsimilaritiesapply, the routing problemfor broadbandLEO networks is different in that i)
reactive protocolsare likely to incur too muchlatency in a LEO environment,ii) most topology
changesarepredictablein aLEO network, andiii) thenetwork graphstructurein aLEO network is
muchmoreregular.

2.3 Summary of RelatedWork

The relatedwork describedhereinlays the foundationfor out contributions. The per-
formanceof transportprotocolsover satellitelinks hasbeenwell studied,but the problemsare
recognizedby the researchcommunityto be hardproblemsandnot yet completelysolved. We
focusedour researcheffort on oneparticularaspectof TCPperformance:the interactionbetween
TCPalgorithmsandcongestion-induced lossesalonganend-to-endpaththatcontainsbothsatellite
channelsandterrestrialnetwork segments,in which thesatellitechannelpotentiallyhasbandwidthI

Theassignmentof patentsto acompany doesnotnecessarilyimply thatthecompany will ultimatelymakeuseof the
inventions.
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asymmetry. Most previoussatelliteTCPwork hasonly lookedat thesatellitechannelin isolation,
andoftenundertheassumptionthatthesatellitechannelhadahighbit errorrate.Wehaveassumed
anenvironmentmorein line with currentsystems,for which thesatellitebit errorrateis very low,
thebandwidthavailablein onedirectiondiffersdrasticallyfrom thatof theotherdirection,andfor
whicha connectioncontainsbothterrestrialandsatelliteportions.Wehave beenableto make con-
tributionsin theareasof specifyingsatellite-friendlyimplementationof standardTCPcongestion
control and loss recovery algorithms,andhave alsodemonstratedimprovementsin performance
dueto non-standardprotocolchangesasdiscussedin Chapter4. Furthermore,the issueof trans-
port protocolperformanceover asymmetricsatellitechannelswasnot well treatedby theprevious
literature,which led to thedevelopmentof ourSatelliteTransportProtocoldescribedin Chapter5.

For routing in LEO networks, much of the previous work hasfocusedon connection-
orientedroutingandhandoff techniques,andtheprior researchon packet routing in LEO systems
did not take commercially-proposedconstellationdesignsinto consideration(andthereforeoften
oversimplifiedthe designproblem). In this thesis,we have concentratedour researchefforts on
packet routing, becauseof our belief that the future ApplicationsProgrammingInterface (API)
for datawill continueto bebasedon IP, andbecausethe IP servicemodel(which permitspacket
reorderinganddoesnot have undulystrict quality-of-servicerequirements)fits well with thetime-
varying topologiesfound in LEO networks. As we explain in later chapters,our satelliterouting
researchinitially startedasaneffort to exploresometechniquesproposedby thework summarized
above (suchasperformingdistributedroutingvia geographic-basedaddresses),but evolvedinto an
explorationof routingproblemsnotpreviously consideredin theliterature.
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Chapter 3

Methodology

We describein this chapterour basicresearchmethodologyandkey elementsof our re-
searchinfrastructure.We have useda combinationof analysis,simulation,andexperimentswith
real networks and protocol implementationsto perform the researchreportedherein,and in the
first sectionwe describeour overall researchstrategy. Next, we describethe simulationenviron-
mentusedfor our simulationstudiesandsummarizethe key extensionswe have added.Finally,
we describeelementsof theBay AreaResearchWirelessAccessNetwork (BARWAN), which we
usedfor ourexperimentalwork. Wedeferdetaileddescriptionsof ourmeasurementtechniquesand
performancemetricsto thelaterchapters.

3.1 Research Strategy

Our researchstrategy is depictedin Figure3.1.1 Thefigure indicatesthatwe iteratecy-
clesof analysis,simulation,andexperimentationto convergeonaneffectivesolutionto theresearch
problems.The first phaseof work wasthe definition of the problemandidentificationof perfor-
mancebottlenecks.We startedwith two generalproblemareascritical to networking over next-
generationbroadbandsatellitesystems:addressingthe poor performanceof the TCP protocol in
a heterogeneousend-to-endenvironmentthat includessatellitechannels(satellitetransportproto-
cols), anddesigningacorepacket routingstrategy for Low-Earth-Orbiting(LEO) satellitenetworks
(satelliterouting). In the caseof satellitetransportprotocols,we first examinedexisting work in
thefield andusedsimulationandexperimentswith standardTCP implementationsto uncover the
causesof poorTCPperformanceoversatellitechannels.In thisphase,wealsoreliedonexperimen-
tal resultsto validateour simulator, sincewe alreadyhada working referenceimplementation.For
satelliterouting,wedid nothave accessto any existingsimulationtoolsor workingsystems,soour
work in thisphasewasconfinedto examiningtheexisting researchliterature.

Oncewehadagoodideaof whattheresearchchallengeswere,thesecondphaseof work
involvedexplorationof thedesignspaceandevaluationof potentialsolutions.Again,Figure3.1is a
goodillustrationof theapproach.In thecaseof satellitetransportprotocols,wefirst usedtheresults
of ourbenchmarkperformanceresultsto analyzetheproblemsandto formulatecandidatesolutions.
Next, weusedsimulationto evaluatemany of thesesolutions.In thisphase,simulationwasaneasier'

Thisstrategy wascommonlyusedandcitedby membersof theBARWAN researchteam.
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Figure3.1: Three-phaseresearchmethodology–analysis,simulation,andimplementation.

andmoreflexible approachto explore the designspacethandirect implementationwas,because
simulationis a controlledenvironmentin which certainaspectsof the designcanbe isolatedand
comparedonanevenbasis.Wealsoconstructeda LEO network simulatorby addingextensionsto
thenssimulatordescribedbelow. Ourextensionsfirst usedtheexistingroutinginfrastructureof ns;
later, we improvedthespeedof simulationby optimizingtheroutingcodefor ournetwork models.
We thenexploredpossiblechangesto satelliterouting by constructingour own routing protocols
andsimulatingtheirperformance.

Thethird phaseof theresearchconsistedof iterative cyclesof thesecondphase,refining
oursolutionsasnecessaryuntil weweresatisfiedwith thedemonstratedimprovements.As depicted
in Figure3.1, our simulationandimplementationresultsled to further analysisandvalidationof
improved solutions. The resultsof our researchdescribedin subsequentchapterswereoften the
resultof severaliterationsof theprocess.

3.2 Simulation Envir onment

Simulationis a particularlyusefultool for networking research.First, it facilitateseasy
implementationof new algorithmsandpolicies,allowing morerapidevaluationof a designspace.
Simulationcanhelpto identify promisingsolutionswhichcanoftenthenbemorecarefullyverified
in an implementation.Second,a simulatedenvironmentis a controlledenvironment. Becauseof
this, onecanconstructsimulationsthat isolatetheeffectsof certainparametersandalgorithmson
theoverallperformance.Also,evaluationof aggregatenetwork performanceis madeeasierbecause
all network elementsaremadeavailablethroughoneinterface.This is particularlyimportantwhen
studyingtheimpactof analgorithmor policy on many nodesin a wide-areanetwork, for example.
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Third, in somecases,building anexperimentalimplementation(suchasa LEO satellitenetwork or
otherlargescalesystems)is infeasible.

We performedmostof our simulationstudiesusingthe UCB/LBNL network simulator
known as ns, now widely usedas part of the VINT project [8]. ns is a event-driven simulator
originally derived from the REAL network simulator[72]. The simulatorhasan object-oriented
architecture,andsimulationobjectsaretypically implementedassplit objects: partly in C++, and
partlyin MIT’ sObjectTcl (OTcl) [141]. Suchobjectsexist simultaneouslyin bothlanguagerealms,
andfunctionalitycantypicallybeaddedin eitherlanguage(generally, functionalitythatrequiresper-
packetprocessingis bestimplementedin C++,while moreinfrequentlyprocessedcodeis moreflex-
ibly implementedin OTcl). Thestatebetweenthesplit implementationis madeconsistentthrough
the useof boundinstancevariables,in which any changesto suchvariablesin onelanguageare
immediatelyvisible in the other. ns is a particularlystrongchoicefor TCP research,sincemany
TCPvariants(Tahoe,Reno,NewReno,Vegas,etc.) arestandardpartsof thesimulator. nshasalso
beenusedextensively for multicastroutingandtransportprotocolresearch.Until recently, nsdid
not focuson providing detailedsimulationsof the link andphysicallayers,but UCB’s BARWAN
andCMU’s Monarchresearchgroupshave contributedsupportfor Local AreaNetworks (LANs),
wirelesschannelerrormodels,andwirelessad-hocroutingprotocols.[20, 69].

Althoughwedefersomedetailsof our simulationextensionsto laterchapters,we briefly
describethreeenhancementswe madeto ns: (i) HTTP traffic generator, (ii) implementationof the
SatelliteTransportProtocol(STP),and(iii) LEO satellitenetwork extensions.

3.2.1 HTTP Traffic Generator

TCPperformanceis well-known to behighly sensitive to thepresenceof othertraffic in
its path. In particular, the timing of packet lossesdueto congestioncancausethe throughputto
vary dramatically. WhensimulatingTCP, it is necessaryto load the foregroundcommunications
pathwith a realisticmodelof backgroundtraffic, sothatperformancecanbeaccuratelyassessedin
arealisticenvironment.Weimplemented,alongwith EmileSahouria,anHTTPtraffic generatorfor
ns. This traffic generatorwasusedto provide backgroundWeb-like traffic for bothTCPandSTP
simulations,asdescribedin thefollowing chapters.

The HTTP traffic generatorworks asfollows. Client andserver traffic sourcesemulate
therequestandresponsetraffic processesfrom typicalWebbrowsersandservers.Theclientobject
first initiatesa variablelengthrequest;aftera randomprocessingtime, theserver respondswith a
randomnumberof connectionsof varyinglength.After arandomviewing time(referredto as“think
time”), theclientthenissuesanotherrequest.Empiricaldistributionsdictateall of theaboverandom
quantities.Thesedistributionshave beenderivedfrom tracesof HTTP traffic takenby BruceMah
onlocalareanetworksat theUniversityof California,Berkeley, duringthe1995-96timeframe[79].

3.2.2 SatelliteTransport Protocol

We implementedthedatatransfermechanismsof theSatelliteTransportProtocol(STP)
in nsto testthelargefile transferperformanceof theprotocol.Thissimulationmodelthenwasused
asabasisof theSTPkernelimplementation.Wedid notperformsimulationsof short-livedTCPor
STPconnections;instead,wereliedonanalysisandexperimentswith theactualimplementations.
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3.2.3 LEO SatelliteNetwork Extensions

As mentionedabove, we selectednsasthebasisfor our simulationexperimentsbecause
of its extensive supportof Internetroutingandtransportprotocols,andbecauseour researchgroup
hasbeenactive in theongoingdevelopmentof thesimulator. However, nswasnot initially designed
to supportterminalmobility or dynamictopologies. Consequently, we were forcedto introduce
several new componentsinto the simulatorto more faithfully modelLEO networks. Along the
way, we attemptedto make surethat our extensionswerefully compatiblewith otheraspectsof
thesimulator, so that future researchersmay investigateLEO networksalongotherlines (suchas
multipleaccess).

Figure3.2illustratesthemajoradditionsto thesimulator.2 Wefirst introducedaspherical
coordinatesystem,andaddeda positionobjectto eachnetwork node.This positionobjectcanbe
given an initial coordinateandan equationwhich describesits trajectorythroughthe coordinate
systemasafunctionof time. Wecenteredthesphericalcoordinatesystemat theEarth’scenter, with
thez-axisalignedwith theEarth’s rotationaxis. This alignmentsimplifiedthedescriptionof polar
orbitsandtrajectoriesfor Earthterminals.The link delayobject, which previously returneda fixed
propagationdelay, waschangedto returna valuebasedon the instantaneouspositionsof the two
nodesat theendof thelink.

Thelargestpieceof codinginvolved link handoffs, becausenspreviously did not permit
links to be dynamicallydetachedand reattachedto differentnodes. Furthermore,we neededto
introducehandoff agentsto govern thehandoffs. Theseagentsareresponsiblefor monitoringfor
opportunitiesto take down, bringup,or handoff links. Variouspoliciesfor performingthehandoffs
canbeimplemented;we implementedasynchronousandsynchronoushandoffs asdescribedabove
in Section2.2.1. Finally, we implementeddynamic,distributed routing agentsin eachnodefor
experimentswith distributedroutingdescribedbelow in Chapter6.

Thedefault routingcodein nsusesanall-pairsshortestpathalgorithmto computenew
routesfor eachnodein thesimulatorwhenever the topologychanges.This algorithmis usefulto1

Sincensevolution is on-going,theexactstructureof theseenhancementsthatwill beaddedto thepublicly available
simulatoris subjectto change.
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populaterouting tablesinitially for statictopologies,but is very computationallyexpensive when
appliedto dynamicallychangingtopologiesbecauseit hascomplexity of roughly JLKNMPO�Q . To speed
upoursimulations,we implementedsingle-sourceshortestpathalgorithmsandconfiguredthesim-
ulatorto optionallycomputeroutesondemand(wheneverapacketneededto besent),whichyielded
a run-timeperformanceimprovementof up to two ordersof magnitude.

3.3 Experimental Testbed

We usedthe wirelesstestbedinfrastructureof the BARWAN projectat Berkeley. The
BARWAN projectwasbasedon thevision of building futuremobileinformationsystemsasa het-
erogeneouscollectionof wirelessoverlaynetworks. For example,a usermayhave achoiceof con-
nectingto an in-roominfrarednetwork, an in-building wirelessLAN, a regionalwide-areapacket
network, or evenasatellitesystem.Theresearchgoalsof thisprojectwereto tackletheproblemof
network accessheterogeneityin suchanenvironment.BARWAN solvedproblemsassociatedwith
routingandhandoffs within andbetweenaccessnetworks,proxy-basedapplicationsupport,reliable
transportover wirelesschannels,Web transport,andservicelocation. Referencesanda thorough
overview of theprojectcanbefoundin [20].

3.3.1 Experimental Machinesand Software

Much of our experimentalwork involvedmachineson our local areanetworks,andmost
of theimplementationsinvolvedchangesto thenetworkingcodeontheendhosts.Wedevelopedand
experimentedwith modifiedTCPcodeandnew SatelliteTransportProtocolcodeon PCsrunning
BSD/OSUNIX, version3.0,from Berkeley SoftwareDesign,Inc. Thenetworkingstackin BSD/OS
3.0resemblesthecodein the4.4BSD-Litedistribution,3 sometimesreferredtoasthe“Net/3” release
[127] andthesourceof many widely usedsystemslike NetBSDandFreeBSD.This TCP/IPcode
hasbeendevelopedandusedover many yearsandis considereda stablesource.Our experimental
network consistedof 10and100Mbit/s Ethernetsegmentsjoinedby BSD/OS-basedrouters.

We usedthesock programfrom Stevensto generatetraffic for our experiments[127].
sock accessesthe TCP/IPstackvia standardsystemcalls basedon the well-known socketsAp-
plicationProgrammingInterface(API) [127]. As describedin later chapters,we sometimesused
sock to simulatethetransferof largefiles,andat othertimeswe usedsock functionswithin an-
othertraffic generationprogramdrivenby traffic tracedata.sock wastrivially extendedto support
our STPexperiments,asSTPoffers the sameAPI asTCP, but via a systemcall with a different
protocolnumberthanTCP’s.

We usedthe network tracetools tcpdump andtracelook quite frequently in our
packet traceanalysis.tcpdump waswritten by Jacobson,Leres,andMcCanne;it usestheBSD
packet filter [86] to put a network interfaceinto promiscuousmodeso thatall traffic on the inter-
facecanbeobserved. tracelook is a Tcl/Tk programwritten by Greg Minshall for graphically
viewing theoutputof a tcpdumpTCPtracefile.

Someof our experimentsinvolved emulatingthetransmissioncharacteristicsof satellite
channels.Ratherthanusea sophisticatedsatellitechannelemulator, we usedmodifiedEthernetF

The4.4BSD-Litedistributionrefersto theApril 1994versionof thesourcecodefor acommonreferenceimplemen-
tationof TCP/IPdevelopedby theComputerSystemsResearchGroupat theUniversityof California,Berkeley.
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Figure3.3: Architectureof theRichochetpacket radionetwork (Source:Metricom,Inc.; usedwith
permission).

device drivers(for BSD/OS)developedby VenkatPadmanabhan,a memberof our researchgroup.
Thesedriverscould buffer outgoingpackets for a user-configureddelayandalsoemulatea con-
strainedbandwidthchannelby imposingan additionaldelaybasedon the packet lengthand the
emulatedbit rateof thechannel.Wewerealsoableto imposearandompacketdroprateonthetraf-
fic throughthesedrivers,whichcouldbeusedto emulateachannelwith arandom,uniformbit error
ratio. For transportprotocolresearchover geostationarysatellitechannels,thesedriversprovided
sufficient emulation,becausethe effectsof a moreprecisemodelingof the transmissioncharac-
teristicsof satellitechannelsaredwarfedby the dominantcongestion-induced losseson Internet
paths.

3.3.2 RicochetPacket Radio Network

The Richochetpacket radio network, deployed by Metricom, Inc., coversthe Bay Area
metropolitanregion,aswell asanumberof othercitiesandairportsin theUnitedStates.Thesystem
coverstheregion with telephonepole-topradios,andpacketsareroutedthroughtheradionetwork
to oneof several gateways to the Internet. The systemusesfrequency-hoppingspreadspectrum
in the 915 MHz ISM band. The radiosarehalf-duplex, meaningthat they cannotsimultaneously
transmitandreceive data. The radiosalsousea form of geographicrouting to reachthe nearest
gateway; eachradio is configuredwith its latitudeandlongitude,which it is ableto announceto
its neighbors,aswell as the coordinatesof a nearbygateway, and the radiosroute traffic to the
neighboringradio that minimizesthe geographicdistanceto the gateway. Figure3.3 illustratesa
modemthatattachesto theserialportof acomputer;thePoint-to-Pointprotocol(PPP)[126] is used
asanIP link layerbetweenacomputerandthegateway.
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Figure3.4: Architectureof theDirecPCsatellitesystem(from [100]; usedwith permission).

3.3.3 Dir ecPCSatelliteSystem

We usedtheDirecPCsatellitesystem,developedandoperatedby HughesNetwork Sys-
tems,for satelliteexperimentsinvolving actualsatellitechannels.TheDirecPCsystemis a hybrid
Internetaccesssystemconsistingof a high-speedunidirectionalsatellitebroadcastchannelanda
returnpathaccessedvia a conventionalInternetServiceProvider (ISP). The systemis basedon
theasymmetrictraffic characteristicsof typical endusers,who usemuchmorebandwidthinbound
thanoutbound.Routingis performedby “tunneling” (encapsulating)outboundpacketssothatthey
arerouteddirectly to theDirecPCnetwork. Fromthere,thepacket is decapsulatedandthe inner,
original,packet is sentonwardto thedestinationWebsite,but with asourceaddresscorresponding
to theDirecPCnetwork. In thismanner, thepacket canavoid beingdroppedby anti-spoofingfilters
commonlyfoundin ISPnetworks,andtheresponsetraffic is naturallyroutedto theuplink gateway.
Becauseof the asymmetricpath, the end-to-endlatency is around400 ms, which is smallerthan
the 600 ms typically found on two-way geostationarysatellitechannels.Figure3.4 providesan
overview of thesystem.

To furtherour experiments,we placeda BSD/OSmachinewithin theDirecPCnetwork
at their uplink facility in Germantown, MD. This enabledus to directly accessthesatelliteuplink
without traversingtheInternet(which would have corruptedour forwarddataflow). We wereable
to remotelydownloadourmodifiednetworkingcodeto thismachine.
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3.4 Summary

In this chapterwe have describedour methodologyandresearchinfrastructureat a high
level, while deferringdetaileddescriptionsof experimentsandsimulationsuntil laterchapterswhen
suchdetailscanbeput in thepropercontext. We presentthedetailedresultsof our researchin the
next threechaptersby first startingwith the questionof improving TCP performanceover GEO
satellitelinks.
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Chapter 4

TCP Performanceover SatelliteLinks

TheTCP/IPprotocolsuitehasbecomethelinguafracaof datacommunications,andthe
TCPprotocolis usedfor mostcommunicationsthatrequireguaranteed,end-to-endreliability. Un-
fortunately, theperformanceof TCPis oftendegradedwhentheend-to-endpathincludesasatellite
link. In thischapter, we focuson theproblemof improving TCPperformanceover satellitelinks.

In recentyears,thesubjectof TCPover satellitelinks, andmoregenerallyover wireless
links, hasbeena fruitful researcharea.Nevertheless,theperformanceof modernTCPimplemen-
tationsover satellitelinks is still disappointing.In theInternet,satellitelinks areoftenusedin the
configurationdepictedin Figure4.1. In thisconfiguration,thesatelliteprovidesaccessto thewired
Internet.Furthermore,thecostof satellitetransponderaccessgenerallydictatesusingthesatellite
link in anasymmetricbandwidthconfiguration(with morebandwidthallocatedin thedirectionto
theclients),or evenin ahybridunidirectional(broadcast)configurationwith atelephonereturnpath
[100]. Thiskindof configurationhasnotbeentreatedthoroughlyin theliterature,andin considering
theconfigurationshown in Figure4.1,wewereled to considerthefollowing researchproblems:

1. SatelliteTCPconnectionsfor which a portionof theconnectiontraversesthewired Internet
aresubjectto severethroughputdegradationif thepacketsflow throughaqueuethatis being
congestedby connectionswith ashortround-triptime(RTT). CanthisbiasagainstlongRTT
connectionsbe overcomeby simplechangesto the congestionavoidancealgorithmin end
hosts?

2. In thecurrentInternet,thereexistsa wide varietyof TCPimplementationswith variousop-
tionsthat interactin differentways.What is thebestcombinationof (standard)TCPoptions
andimplementationguidelinesfor useoversatellitechannels?

3. How muchperformanceadvantagecanbegainedby “splitting” a TCPconnectionat a gate-
waylocatedatthesatelliteterminalequipmentconnectedto thewiredInternet,therebyshield-
ing thesatellitesubnetwork from therestof theInternet?

4. In thecaseof split connections,how muchfurther improvementcouldbegainedby usinga
transportprotocolspecificallyoptimizedfor thesatelliteenvironment?

In this chapter, we focuson thefirst threequestionsraisedabove, anddeferthefourth to
Chapter5. Thefirst two questionsmainly relateto improving variousaspectsof TCP’s intertwined
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Figure4.1: Exampleof abroadbandsatellitenetwork in whichasatellite-basedhostcommunicates
with aserver in theInternet.

congestioncontrol andlossrecoverymechanisms.To addressthefirst question,we investigatethe
potentialimprovementof changingtheend-to-endbehavior of thecongestionavoidancealgorithm.
Next, we investigatethe file transferbehavior of different variantsof TCP SACK andpresenta
standards-conformantalgorithmthatachieveshighperformancein a satelliteenvironment.Finally,
we addressthethird questionby investigatingthepotentialbenefitof splitting theend-to-endcon-
nectionat agateway.

4.1 TCP Fairnessin a HeterogeneousEnvir onment

4.1.1 Intr oduction

Thefairnessproblemin TCPis rootedin its congestionavoidancemechanism,whichwe
describedabove in 2.1.1. The congestionavoidancephaseis sometimesreferredto as“additive
increaseandmultiplicative decrease,” because,in theabsenceof congestion,segmentsareaddedto
thewindow over time,while in thepresenceof congestion,thewindow is halved(or multipliedby
onehalf).

The“additive increaseandmultiplicative decrease”algorithmin TCPparallelsa similar
algorithm in the DECnetprotocol [66]. Chiu and Jain showed that this algorithm leadsto fair
allocationsof network bandwidtheven thoughit operatesin a distributedmanner[28]. However,
theiranalysispresumesthatall connectionsin thenetwork sharethesameadditive increaserateand
multiplicative decreasefactor. In TCP, the multiplicative decreasefactor(1/2) is the samefor all
connections,but thepolicy of anadditive increaseof onesegmentper roundtrip time (RTT) does
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Figure4.2: A demonstrationof theunfairnessof thecurrentTCPcongestionavoidancealgorithm.
Theconnections,from top to bottom,have RTTsof 10,100,200,300,and600msrespectively.

not provide a uniform increasein theratesof TCPconnectionswith differentRTTs1. In particular,
connectionswith long RTTs opentheir window more slowly than thosewith short RTTs. And
if a mixture of suchshortandlong RTT connectionssharea bottlenecklink, severeunfairnessis
inevitable as the shortRTT connectionsgrab the availablebandwidthwell beforethe long RTT
connectionshave achance[54].

Figure4.2 illustratesanexampleof this problemby showing simulationresultsfor a 60
secondtraceof TCPconnectionsover the illustratedtopology. In Figure4.2, theevolution of the
sequencenumberis plottedfor 5 connections(from top to bottom,with RTTsof 10,100,200,300,
and600ms,respectively) sharingthesamebottlenecklink. Thesequencenumberin thissimulation
is onapersegmentbasis,andtheplotswrapafterevery90segments.ThelongRTT connectionsdo
not obtainanallocationcloseto their fair shareof thebottlenecklink, andtheir overall throughput
performancesuffersdrastically.

To combatthebandwidthinequitiesthatresultfrom heterogeneousRTTs,Floyd proposed
amodificationto TCP’swindow adjustmentalgorithmthatcounteractstheRTT bias.In thissection,
we elaborateFloyd’s “Constant-Rate”algorithm[39] with a thoroughinvestigationof the perfor-
manceachievableby bothuniversallyandselectively (i.e., incrementally)deploying a TCPwith a
modifiedwindow increasepolicy in thecongestionavoidancephaseof theconnection.

Floyd [39] developedafairly generalcharacterizationof window increasealgorithmsthat
facilitatesthediscussionof fairness.AlthoughTCPmaintainsits sendwindow in unitsof bytes,we
find it moreconvenienthereinto discussit in unitsof segments.A key assumptionis thatanumber
of segmentsapproximatelyequalto thesendwindow sizeis sentevery RTT; this is generallytrue
for long RTT connections.Let V betheincrease(in segments)in thesizeof thesendwindow for aW

In thefollowing,wedistinguishbetweentheoverallcongestionavoidanceX�Y[Z�\^]`_badcfe andtheg	\`Yh_ji�_lk^m implemented
in thisalgorithmsuchasthemultiplicativedecreasefactorof 1/2andtheadditive increaseof onesegmentperRTT.
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Figure4.3: Simulatedsequencenumberevolution for connectionswith differentRTTs underboth
theconstantrateandincrease-by-onepolicies.

connectionin oneroundtrip time n*o�o . Thereforethewindow growsata rateof V�pfn*o�o segments
per secondwhenadditive increaseis in effect. In conventionalTCP, Vrqts . Floyd refersto the
standardTCPpolicy asan“increaseby 1” policy.

If onewere to scalethe window growth rate V�pfn*o�o by n*ouo , the effect would be to
build the window at a constantrateof V segmentsper second,independentof the RTT. However,
the window growth ratedoesnot equalthe growth rate in datatransmission.As [41] pointsout,
it resultsin a “linear-in-RTT” biasin the sendingrate. Becauseeachconnectioncansenda full
window’s worthof segmentseachRTT, shorterRTT connectionsachieve greaterthroughputover a
commontime interval. To fully remove thebias,we mustchangetheadditive increaseto Vwvxn*o�o
segmentspersecond;i.e., a factorof n*o�o*y fasterthantheoriginal algorithm. Floyd definessuch
anincreaseasa Constant-Rate(CR)increasepolicy, sinceit canroughlybeinterpretedascausing
therateof segmenttransmissionto increaseataconstantrate.

Figure4.3 demonstratesthe behavior of two of thesepoliciesfor two connectionswith
differentroundtrip times.Thefigureplotstheequation

z|{&}�~ �"�"���N��� q
���l� �����"���

��� � V��,�P������V�� �`�
for thedifferentRTTsandpoliciesV�� . Thisequationdescribesthenumberof segmentssent(

z|{�}�~ ���"�x�N���
)

assumingawindow of segmentsis senteachRTT andtherearenolosses,whereV � is equalto 1 (the
standardpolicy), and V � implementstheconstantratepolicy (andhenceis adifferentvaluefor each
RTT). While only a roughapproximation,thegraphconfirmstheshapeof the increaseratecurve
for eachpolicy.
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4.1.2 Methodology

We usedthe UCB/LBNL Network Simulator“ �¢¡ ” 2 to evaluateTCP performance.In
addition to using the standard�¢¡ modules,we portedthe HTTP traffic generatormodulefrom
BruceMah’s INSANE simulator3, which gave us theability to adda mix of realisticbackground
traffic to oursimulations.

Our studyfocusedon large file transferperformance.While shortHTTP transfersand
Telnetconnectionsover longRTT pathsarealsosubjectto performancedegradationduringperiods
of congestion,this degradationis duemoreto the fundamentallatency of long RTT connections
than to problemswith congestionavoidance. Additionally, HTTP protocol implementationsare
migratingtowards“persistent-HTTP”andlongerdurationTCPconnections.Wealsodidnotassume
theimplementationof fair schedulingandTCP-friendlybuffer managementthatcanisolateflowsor
classesof flows from oneanother(e.g.,asdiscussedin [131]), or pricingstructuresthatmight give
network providersincentivesto protectthethroughputof payingcustomers.In short,we assumed
an environmentsimilar to the presentday Internet,with the additionof RandomEarly Detection
(RED)queues[44], andthelatestin standardizedTCPimprovements(Selective Acknowledgments
(SACK) [83] andlargewindow enhancements[67]).

PerformanceMetrics

A numberof metricsfor quantifyingfairnesshavebeenproposedbut nosinglemetrichas
commonacceptance[39]. In this paper, we considera “f air shareper link” metric; i.e., if thereare� flowsthroughabottlenecklink, eachflow hastheright to s�p � th of thecapacityof thatbottleneck
link. Jain’s metricof fairness[28] is applicablein this context. For � flows,with flow £ receiving a
fraction ¤`� onagivenlink, thefairnessof theallocationis definedas:

¥§¦ £�¨	�¢©�¡f¡*ª ��«�¬� � � ¤`� � y�v � « ¬� � � ¤ y� ��®
This metric rangescontinuouslyin valuefrom s�p � to 1, with 1 correspondingto equalallocation
for all users.Utilization is anotherimportantmetric,sincehigh fairnessis of little useif the link
capacityis grosslyunderutilized.Utilization is definedhereinasthenumberof original bits (i.e.,
notcountingretransmissions)successfullytransferredovera link duringsometimeinterval divided
by theproductof link rateandthattime interval; this is oftencalled“goodput.”

¯*� £&°N£&± ¦²� £&³f�´ª � ¡f©¶µ²·r©�� � ¡ ¦ V���©�� � v � ¡f©¶µ²·r©�� � ¡�£&±²© �� °N£��¢� ¨ ¦²� © � v � £�·r© ®
Topologies

We exploreda numberof testconfigurationsthatallowedusto isolateselectedbehavior
of both the standardand our proposedwindow adjustmentpolicies. We selectedthe topologies
illustratedin Figure4.4;similar testconfigurationshave previouslybeenusedby theresearchcom-
munity to study the effectsof congestion.The first testconfiguration(Topology1) wasusedto¸

http://www-mash.cs.berkeley.edu/ns/¹
http://http.cs.berkeley.edu/º bmah/Software/HttpModel/
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Figure4.4: Threesimulationtopologies.

studytheeffectsof two long durationconnections,onewith a shortRTT (10 ms) andonewith a
long RTT (100-600ms),sharinga singlebottlenecklink. Thesecondtestconfiguration(Topology
2) wasusedto examinethe effectsof many competingconnectionsover a singlebottlenecklink.
The six connectionshave RTTs of 10, 20, 100, 200, 300, and 600 ms. The third configuration
(Topology3) wasusedto examinethe effectsof long RTT connectionsthat mustalsotraversea
numberof network hopspopulatedby shortRTT connections.This topologyis very similar to the
onepreviously usedby Floyd to studytheCR algorithm[39]; thenumberof congestedgateways
couldvarybetween1 and10(thefigureillustrates5 congestedgateways).

Configuration Details

We studiedthe performanceof two differentTCP variantsdescribedabove in Section
2.1.1:TCPNewReno,andTCPSACK. Wenotethatotherresearchershavedetectedproblemswith
usingTCP Reno(a versionof TCP that doesnot performadequatelywhenmultiple dropsoccur
in a window of data)in combinationwith congestionavoidancemechanismsthat try to addmore
thanonesegmentper RTT [17]; therefore,we avoidedsuchimplementations.We alsoexamined
two differentqueueingschemes:traditional“first-in, first-out” (FIFO)queueing,andRandomEarly
Detection(RED) with packet discard.4 In our simulations,datapacket sizeswerefixed at 1000
bytes,andthebottlenecklink speedwas1.5Mb/s. We examineda rangeof queuesizesfrom 4 to
50 packets,but in the datathat follows, we concentrateon a RED queuesizeof 50 packetswith
a “minimum threshold”of 20 packetsanda “maximum threshold”of 40 packets; all otherRED
parameterswere set to the �¢¡ defaults. 20 packets in this caseis approximately100 ms at our
outputline rate.»

RED queuesoperateby computinganexponentiallyweightedmoving averageof thequeuesize.Whentheaverage
queuesize is below someminimum threshold,the queuedoesnot drop any packets. When the averagequeuesize
is betweenthe minimum andmaximumthreshold,the queueprobabilisticallydropsincomingpacketsaccordingto an
algorithm describedin [44]. When the averagequeuesize exceedsthe maximumthreshold,the queuedropsevery
incomingpacket. Theinstantaneousqueuedepthcanexceedthemaximumthresholdif theaveragequeuedepthis below
themaximumthreshold.
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Figure4.5: BenchmarkperformanceresultsusingTopology2: Utilization vs. queuesize.

Data Analysisand Presentation

TCP throughputin an environmentcontainingrandomtraffic canbe quite variable,be-
causesmallchangesin initial conditionscancausewidevariationsin resultingbehavior. Therefore,
wecomputedtheutilizationandfairnessof aparticularconfigurationasfollows. Wefirst ranenough
independentsimulationssuchthat the samplestandarddeviation of eachconnection’s throughput
waswithin 5% of its samplemean(this generallyrequiredaroundfifty runs). We thenusedthese
samplemeansto computethefairnessandutilizationof a giventopology. In theremainderof Sec-
tion 4.1, if theexperimentaldatadoesnot explicitly list errorbars,thereadermayassumethat the
samplestandarddeviation is within 5% of the valuelisted. In the following subsections,we first
provide somebenchmarkdata,followed by an analysisof the Constant-Ratepolicy, followed by
experimentsaimedatselectively increasingtheaggressivenessof a long-delayTCPconnection.

4.1.3 Benchmark Results

Tocalibrateoursimulationstudies,weestablishedasetof benchmarkperformanceresults
for eachof our test topologies. Thoughusedprincipally to gaugethe efficacy of our proposed
policies, the benchmarkdataitself revealssomeinterestingeffects. In this section,we examine
benchmarkperformancedatafrom Topology2 in Figure4.4.

Figures4.5 and4.6 plot theutilization andfairnessof thestandardTCPwindow adjust-
mentpolicy for Topology2. The error barson thesefiguresrepresent99% confidenceintervals,
andarevery small. We show resultsfrom the combinationof two TCP variants,NewRenoand
SACK, with two queueingdisciplines,FIFO andRED. In this representative dataset(andin our
otherbenchmarkdata),thefollowing trendsareevident:¼ The utilization of the bottlenecklink improves with increasedqueuesize, because,under

congestion,large queueskeepthe link busy asthey drain out while TCP sourcesbackoff
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Figure4.6: BenchmarkperformanceresultsusingTopology2: Fairnessvs. queuesize.

theirsendingwindow. Additionally, largerqueuesabsorbburstsof packetsandpreventcoarse
timeouts,whichcauselong idle periods.¼ Network fairnessis poor in almostall cases,except when queuesizesare very large. In
general,the two shortdelayconnectionsobtainedroughly 50% of the bandwidth,and the
backgroundWWW traffic consumed20% of the bandwidth.The remaining30% wassplit
unequallyamongthe 4 long RTT connections,with the longestconnectionreceiving only
about24 to 64 kb/s (2 to 4%) for TCP NewRenowith FIFO queueing.While even larger
queuesizesmayhelpfurther, they wouldalsointroducemoresignificantdelayvariability.¼ In general,when queuesizesare reasonablylarge and when all TCPsuseSACK instead
of NewReno,the network fairnessis marginally better. This is most likely dueto SACK’s
superiorityin recoveringfrom multiple dropsin a singlewindow. Sincemultiple congestive
lossesin asinglewindow aremorelikely to occurin aconnectionwith a longRTT, theuseof
SACK helpssuchconnections.However, theuseof SACK by all TCPconnectionsdoesnot,
by itself, remove thebiasagainstlongRTT connections.

In general,RED queuesperformmuchbetterin termsof utilization andfairnessthando
FIFO queues.However, we found that the useof RED andSACK alone,without modifications
to TCP sendingbehavior, still leaves much room for improvementin fair bandwidthallocation.
RED queuesequalizethe bandwidthof flows with similar RTTs, but do not do so for flows with
heterogeneousRTTs,aspointedout in [44]. In theremainderof thissection,wefocusonenhancing
theperformanceof TCPimplementationsthatuseSACK andnetworksusingREDqueues.

4.1.4 Performanceof the Constant-RatePolicy

In this section,wedescribethecasein whicheachforegroundandbackgroundTCPcon-
nectionusesaConstant-Rate(CR)policy. In TCPimplementations,anadditive increaseto theTCP
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variable ¡��P� V`�,�P� (sendcongestionwindow) of approximatelyonesegmentper RTT, assuming
an acknowledgment(ACK) is received for eachsegment,is effectedby executingthe following
pseudocodeuponreceiptof anew ACK:

snd_cwnd = snd_cwnd + 1/snd_cwnd.

In this manner, theTCPconnectiongraduallyaddsto its congestionwindow at therateof approxi-
matelyonesegmentperRTT; thisapproachto building thecongestionwindow reducestransmission
burstiness[66]. To implementaCRpolicy, wecanmodify thewindow increasealgorithmtoaccount
for theRTT bias:

snd_cwnd = snd_cwnd + (c*rtt*rtt)/snd_cwnd,

whereV is theconstantthatcontrolstherate.Thispolicy causesanadditive increasein thethrough-
put ratethatis thesamefor all connections.After initial experiments,we observedthatthesecond
termof theabove equationcould leadto very burstysendpatterns,which led to increasedlosses.
For example,if the RTT is large andthe valueof ¡��P� V��u�P� is small, eachACK cantrigger the
transmissionof several segments.To avoid this behavior, we boundedthe increaseperACK by 1
segment;i.e.:

snd_cwnd = snd_cwnd +
min((c*rtt*rtt)/snd_cwnd, 1 segment).

With this constrainton thesender’s behavior, theTCPconnectionis never moreburstythana TCP
connectionin slow start.Anotherapproach,with whichwedid notexperiment,wouldbeto smooth
thesendingof severalsegmentsacrossa longertimeperiod.

Onequestionpreviously raisedby Floyd is how to pick thepropervaluefor theconstantV . Oneway to think of the valueof V for CR connectionsis how the aggressivenessof the CR
connectionwould compareto thatof a standardTCPconnectionwith a certainRTT. For example,
if V½q¾s�¿À¿ , thevalueof theRTT thatmakesthenumeratorequalto 1 in our pseudocodeabove is
100ms. Therefore,anenvironmentin which V�qÁs�¿À¿ would have connectionsthatwereaboutas
aggressive asnormalTCPconnectionswith 100msRTTs. Wechoseto experimentwith a rangeof
values,betweenVuq�Â (asaggressive asstandard500msconnections)and V�qÃs�Ä	¿À¿ (25ms).

In additionto varyingtheconstantV , weexperimentedwith severalothervariationsin an
effort to identify which typesof environmentsweresuitablefor theCRpolicy:¼ TCPNewRenovs. TCPSACK,¼ REDvs. FIFOgateways,¼ bottleneckqueuelengths(or REDmaximumqueuethresholds)from 4 to 50packets,and¼ TCPRTT timergranularityof 500ms(standardin many TCPimplementations)vs. 10ms.

As mentionedabove,Topology3 conformscloselyto onewith whichFloyd experimented
[39], andwe wereable,whenusinga similar valuefor theCR constant( VÅqÆÂ ), to confirmtheir
resultsthatCR cansubstantiallyimprove the fairnessof connectionstraversingmultiple gateways
whenall connectionsusea CR policy. However, we alsoobserved thefollowing generaltrendsin
ourdata:
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Figure4.7: Utilization vs. window constantof TCPSACK with fine-grainedRTT estimatesover
topologieswith bottleneckREDqueues.

¼ DeepRED queuesappearto bea prerequisitefor goodperformanceof theCR policy. Per-
formancewhenFIFO queuesor shortqueueswereusedwasvery inconsistent,in thesense
that therewasoftenno valueof V thatsimultaneouslyyieldedhigh fairnessandhigh utiliza-
tion. Moreover, we could not determinestrongcorrelationsbetweenthe valueof V andthe
fairnessandutilization metricswe wereusing; i.e., theperformancewashighly sensitive to
theparticularsimulationtopology.¼ TCPSACK andfine-grainedRTT timerswerethenext mostimportantindicatorsof goodCR
performance.Theuseof SACK helpsTCPrecover from lossesmorequickly, which leadsto
improvedandmoreconsistentperformance.Also, many existingTCPimplementationsusea
coarseestimateof theRTT, which impairstheability of our modifiedcongestionavoidance
algorithmto determinethetrueRTT of theconnection.

Figures4.7 and 4.8 plot the utilization and fairnessperformanceof TCP SACK over
bottleneckREDqueueswhenall connections,includingbackgroundHTTPtraffic, usethesameCR
policy, constantV , andRTT timergranularityof 10ms.Topology1 correspondsto thecasein which
thelongRTT connectionhasaroundtrip propagationdelayof 600ms,while Topology3 in thiscase
correspondsto thetopologywith 5 congestedgateways(thetraceis taken from thefirst congested
gateway). For comparison,we alsoplot ashorizontallines the utilization and fairnessachieved
whenall TCP connectionsusethe standardalgorithm(i.e., benchmarks).The dataindicatesthat
the fairnesscanbe substantiallyimproved if all connectionsadoptthe CR policy. However, the
utilization sufferedfor small V whentherewereonly two foregroundconnectionsin the topology
(Topologies1 and3). Whenstatisticalmultiplexing wasin full effect (Topology2), both fairness
andutilization werenearoptimal for smallvaluesof V . Additionally, in Topology3, althoughthe
fairnessimprovedsubstantially, equalallocationswerenot obtainedby theCR policy becausethe
longRTT connectionis alsotraversingmultiplecongestedgateways.
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Figure4.8: Fairnessvs. window constantof TCP SACK with fine-grainedRTT estimatesover
topologieswith bottleneckREDqueues.

In theseexperiments,as V becamelarger, connectionsbecamemoreaggressive, to the
point that the boundin our policy of adding1 segmentper ACK was in effect nearlyall of the
time. Consequently, sincetheCR policy wasno longerbeingapplied,the unfairnessreappeared.
In general,we observed that thefairnesspropertieswerebestwhenthevalueof V wasbelow 100.
However, if too few connectionsareusingthe link, suchas in Topologies1 and3, sucha small
valueof V canleadto lower utilization. Becauseit is difficult in practicefor a given connection
to determinethe numberandtype of connectionsagainstwhich it is competing,we concludethe
following negativeresult:agoodchoiceof theconstantV cannotbedeterminedwith highconfidence
onanoperationalbasis.

Not only doesthe CR policy appeardifficult to managein a distributed network, we
alsofound it susceptibleto the presenceof TCPconnectionsoperatingunderthe standardpolicy.
For example,Figure4.9 illustratesthe fairnessperformancewhena singleadditionalconnection
using the standardwindow increasepolicy was introducedinto eachof the topologies(andalso
includedin the fairnesscomputation).Althoughthis additionalconnectionslightly improved link
utilization,muchof thefairnessimprovementdueto CR waslost whenthis competingconnection
wasintroduced,asit notonly usedadisproportionateshareof thebandwidthitself but alsoactedas
a “trailblazer,” improving theperformanceof shortRTT connectionsthatwereusingtheCRpolicy
by a disproportionateamount. We alsoobserved similar performancedegradationif no extra file
transferswereintroduced,but insteadtheHTTPbackgroundtraffic (20%of thebottlenecklink rate,
on average)usedthe standardpolicy. Similar effects (passive connectionscompetingwith more
aggressive connectionsusing the standardcongestionavoidancealgorithm) are also responsible
for the poor performanceof TCP “Vegas” in a long RTT environmentcharacterizedby a mix of
heterogeneousTCPimplementations[147].
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Figure4.9: Thesensitivity of theproperselectionof theconstantV whentheeffectsof a standard
TCPconnectionareaddedto theperformanceshown in Figure4.8.

4.1.5 Selectively Modifying the Additi ve IncreasePolicy

Wenext investigatedwhetherthethroughputof anindividual longRTT connectioncould
beimprovedby modifying theadditive increasepolicy of only thelong RTT connection.We were
interestedin two questions:¼ Cananindividualconnectionimproveits own throughputby becomingmoreaggressive
duringadditive increase?¼ If so,how doestheindividual connection’s moreaggressive behavior affect theperfor-
manceof other(unmodified)connectionsusingthesamepath?

To studythefirst question,weexperimentedwith an“increase-by-Ç ” (IBK) policy rather
thanthestandard“increase-by-one,” againlimitedbyamaximumincreaseof onesegmentperACK.
In otherwords,weusedthefollowing pseudocodein our implementation:

snd_cwnd = snd_cwnd +
min((K/snd_cwnd),1 segment).

For example,by setting ÇÈqÊÉ , we built thewindow by roughly2 segmentsperRTT.5 Again, the
increaseis boundedby 1 segmentperACK, but this is thegeneraltrend.

Figure4.10 illustratesfairnessresults,calculatedover the entiresimulatednetwork, for
thecasein whichonly oneconnectionin thesimulatedtopologyusedtheIBK policy. In particular,
weenabledtheIBK policy onthelongestRTT connectionsin eachof thethreetopologies,andthen
repeatedtheexperimentby enablingtheIBK policy on only the300msconnectionin Topology2.
In the graph,the valueof ÇËqÌs (left-mostdatapoints)correspondsto the normal(benchmark)
case.WeobservedthatthelongRTT connectionwasableto steadilyimprove its performanceover
thatof thebenchmarkcaseby increasingÇ acrosstherangeof valuesweconsidered.This resultedÍ

If delayedacknowledgmentsare beingused,this is akin to correctingthe window growth penaltythat is due to
delayedacknowledgments.
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Figure4.10:Improvementin fairnessvs. window constantdueto theIBK policy.

in improvedfairnessin all topologiesfor smallvaluesof ÇÏÎÐs . For largervalues,eventhoughthe
throughputof the long RTT connectioncontinuedto improve, fairnessactuallydecreasedin some
topologiesasthemoreaggressive connectionbeganto take morebandwidththanits fair share.

In Figure4.10we plottedtheperformanceof TCPSACK over RED queues,andfound
thattherewasnolimit to theimprovementthatamoreaggressive connectioncouldobtainfor itself.
Werepeatedtheexperimentfor TCPNewRenooverFIFOqueues,andfoundthatconnectionscould
increasetheir own performance,independentof the topology, by usinga valueof Ç of up to 4 or
so.However, for highervaluesof Ç , performancedegraded,becausethesendingbehavior became
tooburstyfor theFIFOqueuesto successfullyabsorb.

Becausetheperformanceimprovementsresultfrom increasingTCP’saggressiveness,we
shouldbeconcernedthatthiscanhaveanegativeimpactonotherpeerconnections.Remarkably, we
foundthat,in everycaseweexamined,theaveragefairnessindex alwaysimproved,andtheaverage
utilization held relatively constant,whenthe moreaggressive connectionuseda modestvalueofÇ (lessthan8 or so). This improvementoccurredregardlessof whetherTCPSACK or NewReno
wasused,or whetherFIFO or RED queueswerepresent.In fact, themajority of theredistributed
bandwidthcamefrom connectionsthatwerealreadyusingmorethantheir fair share.Theeffecton
otherconnectionswassimilar to what they would have experiencedhadthe long RTT connection
actuallybeenaconnectionwith asomewhatshorterRTT.

For example,Table4.1 providesanexampleof themagnitudeof theperformancegains
achievable. For thevalue ÇÑqÒÂ , we tabulatetheutilization, fairness,andthroughputof the four
longestRTT connectionsin Topology2. In thefirst columnareresultsfrom wheneachconnection
usedthestandardpolicy, thesecondcolumnshows theresultsfrom whenonly the300msconnec-
tion usedan IBK policy, andthe third columnis from whenonly the 600 ms connectionusedan
IBK policy. This tableillustratesthat themoreaggressive connectionsdid not seriouslyharmthe
throughputof the peerconnections.The throughputgains(highlightedin bold font) aresubstan-
tial; in many cases,throughputincreases(andhencereductionsin user-perceivedlatency) exceeded
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benchmark 300ms 600ms

Utilization 0.99 0.99 0.99

Fairness 0.807 0.861 0.873

Thr oughput (kb/s)

600ms 68.1(0.9) 59.6(0.6) 138.7(2.0)

300ms 116.2(1.1) 240.8(2.8) 109.1(1.1)

200ms 156.6(1.7) 139.8(1.5) 151.6(1.1)

100ms 217.1(2.1) 188.1(1.9) 207.0(1.8)

Table4.1: Effect of theIBK policy on throughput(Topology2, Ç = 4). 99%confidenceintervals
areshown in parentheses.

100%whenREDqueueswereused,and50%whenFIFOqueuesweretraversed.
Wenext investigatedwhethertheperformancegainsweresustainablewhenmultiplecon-

nectionsbecomemore aggressive by examining this casewith Topology 2. We found that the
aggressive connectionswereableto simultaneouslyimprove theirown performance,althoughtheir
relative performancegainswerenotwhatthey wouldhave achievedhadthey beentheonly aggres-
siveconnection.Of course,if everyconnectionadoptedanIBK policy, thefairnesssituationwould
bebackto thestandardcase,sotheremustbesomeRTT thresholdbeyondwhich connectionscan
becomemoreaggressive if sucha policy is to work in practice.Finally, we experimentedwith the
casein which congestionwas inducedin both directionsof datatransfer. This hadthe effect of
disruptingtheACK streamto someextent,but did notsignificantlyaffectourmainresults.

4.1.6 Implementation Issues

We have alreadydiscussedsomeminor implementationchangesto the codesegment
which builds the congestionwindow. Throughoutthe discussion,we implicitly assumedthat the
TCP connectionhadan accurateestimateof its RTT. In practice,this is not the case. TCP does
maintaina smoothedroundtrip time ( ¡�¨ ��� ), but becauseof thetimer granularityof 500msin TCP,
this value is not very accurate.It is, however, rathereasyto improve the RTT accuracy through
useof the TCPtimestampsoption [67]. A sendingTCP implementationcanput a moreaccurate
timestampin theTCPtimestampfield,whichis merelyreflectedby thereceiver;suchatechniqueis
suggestedfor TCPVegas[16]. However, it is importantnot to basetheretransmissiontimer value
on this accuratetimestamp,becauseTCPfastretransmitandfastrecovery rely on the ¡�¨ ��� variable
beingsomewhat larger thanthe actualRTT. We experimentedin �¢¡ with runningthe TCP timer
granularityat 1msinsteadof 500 ms, andfound that the moreaccurate¡�¨ ��� valuecausedcoarse
timeoutsto triggerbeforefastrecovery couldbeaccomplished.

Onepracticalissueis that modificationsto the sendingalgorithmof an implementation
have little useif the implementationis a client of a large datatransferratherthan the sourceof
thedata.However, it is possibleto indirectly modify thesender’s behavior by actionstakenat the
receiver. For example,by sendingmoreACKs backto thesender, thereceiver can“speedup” the
sender;e.g., if onewereto receive a segmentof 1000bytes,sendingACKs 1:250,251:500,etc.
wouldquadruplethewindow build rate.Wedid notexperimentwith this technique,andnotethatit
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is of limited utility whenthereversechannelis constrainedandcannothandletheadditionalACK
traffic.

Anotheralternative to increasingtheaggressivenessof a singleconnectionis to run mul-
tiple connectionsin parallel,coordinatedby theapplicationor sometypeof sessionmanager. This
technique,sometimescalled“striping”, hasbeenin usefor sometime by satelliteoperatorsand
WWW browsersoftware. Oneadvantageof this approachis that it overcomessmallofferedwin-
dows by the receiver. This technique,however, canimpact the network morethanour approach
sincemultiple slow startsarelaunchedinto the network simultaneously. Recentresultsin which
congestionwindow stateis sharedacrossthemultipleconnectionscanpotentiallycombattheprob-
lem [11]. In general,theuseof stripingwithout theconstraintsoutlinedin [11] arenot favorably
viewedby theresearchcommunity.

4.1.7 Summary

In this section,we have presentedthe resultsof our investigationof simplechangesto
TCP’s congestionavoidancealgorithm in an effort to improve its fairnessproperties. While we
foundthat theConstant-Rate(CR) policy couldimprove fairnessdramatically, we facedtwo prac-
tical difficultiesthatwould likely preventuniversaldeploymentof this schemein its currentform:
i) the properselectionof a constantis dependentuponthe network topologyand the numberof
peerconnectionsandis thereforedifficult to determinein a distributedmanner, andii) thefairness
benefitsof theCR policy canbeconfoundedby competingconnectionsusingstandardcongestion
avoidance,therebymakingit disadvantageousto deploy CR in anexisting heterogeneousenviron-
ment.However, whenweinsteadmadeonly certainlongRTT connectionsslightly moreaggressive,
wewerealwaysableto improvenetwork fairnesswhile keepingbottlenecklink utilizationrelatively
constantby usinganincrease-by-Ç (IBK) policy. Interestingly, theeffectsonotherunmodifiedcon-
nectionsthatweresharingthebottlenecklink weresimilarto whatthey wouldhaveexperiencedhad
themodifiedconnectionactuallybeenaconnectionwith a shorterRTT.

Our resultsindicatethat it may be beneficialfor long RTT connections(runningTCP
SACK) to becomeslightly moreaggressive duringtheadditive increasephaseof congestionavoid-
ance.While our datasetis not comprehensive enoughto allow us to advocatea particularpolicy
at this time, the IBK policy for small valuesof Ç (suchas2 or 4) maysignificantlyimprove the
throughputwhile notsignificantlyimpactingotherflows. Suchapolicy couldbeinvokedin practice
whentheTCPimplementationdetectsthattheconnectionhasanRTT aboveacertainthreshold(for
example,connectionstraversinga GEO satellitelink have a much larger RTT– at least500 ms–
thanterrestrialconnections).A TCPreceiver couldeven inducethesenderinto an IBK policy by
acknowledgingdatain smallerchunks.Determiningappropriatevaluesfor Ç asa functionof RTT,
aswell asdeterminingtheaccuracy andresolutionrequiredof TCP’s RTT estimates,couldbethe
focusof futurework.

4.2 End-to-End TCP Performanceover SatelliteLinks

4.2.1 Intr oduction

In this section,we quantify just how well state-of-the-artTCPimplementationsperform
in a satelliteenvironmentcomposedof oneor moresatellitesin geostationaryorbit (GEO)or low-
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Figure4.11:Configurationfor network experiments.

earth-orbit(LEO), particularlywhenthe satelliteconnectionforms only a part of the end-to-end
connection,asshown in Figure4.1. We focusedon two typesof workloadfoundmostcommonly
in theInternet:largefile transfers,andshortWebconnections.

Our assumptionsaboutfuturesatellitenetwork characteristicsareshapedby projections
of futurecommercialsystems(e.g.,Teledesic[130], Spaceway[38]) thatwill offer Internetconnec-
tionsatup to broadband(tensof Mb/s)dataratesvia networksof LEO or GEOsatellites(or hybrid
constellations).Usersmaycontactotherhostsin eitherthesatellitenetwork or thewide-areaInter-
net.Wediscussedsomeof ourassumptionsaboutthetransmissionandcongestioncharacteristicsof
theend-to-endpathusingsuchsatellitesystemsin Section2.1.2.In short,weassumefuturesatellite
networkscharacterizedby low BERs,potentiallyhigh degreesof bandwidthandpathasymmetry,
high propagationdelays(especiallyfor GEO basedlinks), and low internalnetwork congestion.
Theseassumptionswereusedto drive our protocoldesignandperformanceanalysesdescribedin
therestof thischapter.

4.2.2 Methodology

This experimentalmethodologypertainsto theremainderof this chapterandalsoto the
resultspresentedin Chapter5.

Experimental Setup

Our experimentswereconductedusinghosts,runningBSD/OS3.0 UNIX, connectedto
Ethernetsin a local-areasubnetat Berkeley. TheTCPimplementationson thesemachinesarede-
rivedfrom4.4BSD-Lite(alsoknown asNet/3[144]), with modificationsto supportourexperiments.
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Figure4.12:Configurationfor simulationexperiments.

We configuredthereceiversto offer the largestwindow possible(240KB) to thesenders.For the
experiments,traffic sourceswereconnectedto a 100Mb/s Ethernet,andtraffic sinkswereon a 10
Mb/s Ethernetseparatedby a 10Mb/stransitEthernetsegment. Figure4.11illustratestheexperi-
mentaltopology. To generatetraffic, we useda combinationof thesock program[127] for bulk
file transfersandaHTTPtraffic generatorfor testingof “4K slow start”andT/TCP. Thistraffic gen-
eratorgeneratedsmall file transfersaccordingto empiricaldistributionsdrawn from BruceMah’s
HTTPtraces[79]. We implementedSTPin theBSD/OSUNIX kernel.

For investigatingsatellitetransportprotocolperformance,it is usuallysufficient to ex-
perimentwith delayanderror simulatorsratherthanwith detailedemulatorsof the transmission
channel.To emulatesatellitelinks, we usedmodifieddevice driversthatdelayedsendinga packet
ontotheEthernetfor adeterministicamountof time. Thesedriverscanalsoconstrainthemaximum
rateat which a hostcansenddata.We modeledGEOsatellitelinks by a constraintof 1.3Mb/s of
TCP/IPbandwidth(i.e., approximatelyT1 rateat thephysicallayer),on a 600msRTT link. LEO
satellitesweremodeledby aconstraintof 1.3Mb/swith afixedRTT in therangeof 40-400ms[49].
Our links hadno bit errorsor variationin propagationdelay, which,while not representative of all
satellitelinks, exemplifiesthecommoncase.

In additionto controlledexperimentsperformedin our local environment,we alsode-
scribeexperimentsin Chapter5 involving two commercialnetworks in our wirelessnetworking
testbed. We useda network basedon a direct broadcastsatellite(the HughesDirecPCsystem,
which coversthecontintenalUS),anda packet radionetwork (theMetricomRicochetsystem,de-
ployed in the SanFranciscoBay area). For DirecPCexperiments,we sentdatafrom a computer
locatedat theDirecPCuplink centerat Germantown, MD over thesatellitelink to a multi-homed
hostononeof oursubnets.Weusedthewide-areaInternetto returnacknowledgmentsto thetraffic
source.To emulatea normaluserexperiencewith theDirecPCsystem,we constrainedthe return
link to bebandwidthlimited to 50 Kb/s to simulatea modemconnection.Althoughnot a satellite
network, theRicochetnetwork offersa challengingenvironmentfor transportconnections,includ-
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errors. Datapointsrepresentthesamplemeansfrom 20 independenttransfersof 10 MB each.In
thisandsubsequentfiguresrepresentinga largenumberof experimentalresults,errorbarsrepresent
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ing asymmetryandlarge latencies;we usedthis network only for testingof the STPprotocolas
describedin Chapter5. In theseexperiments,a wired hostat Berkeley communicatedwith a host
on theRicochetnetwork usingthepacket radionetwork in bothdirections.

Simulation Configuration

We usedns, describedabove in Section3.2, to testsimulatedtopologiesthat matched
our experimentalsetup.We alignedtheTCPmodulesto matchour implementations,andwrotea
STPsimulationmoduleto closelyemulatethe implementationusedin the experiments.We also
useda backgroundHTTP traffic generator, similar to that usedin theexperiments,to lightly load
thenetwork topologyandto breakup any TCPphaseeffects[43]. Our simulationtopology, which
conformedcloselyto theexperimentalsetup,is shown in Figure4.12.

4.2.3 Performancefor Lar geFile Transfers

TCP is the dominantprotocol for file transfers(FTP) in the wide-areaInternet. In this
section,we describesimulationsandexperimentsusedfor characterizingfile transferperformance
over satellitelinks.

To maintainhigh throughputfor largefile transfers,theTCPcongestionwindow mustbe
large.This impliesthatthecongestionavoidanceandlossrecovery mechanismsarevery important
in determiningperformance.In this sectionwe examinetheperformanceof four variantsof TCP
lossrecovery andcongestioncontrol,whichwefirst introducedin Section2.1.1:
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¼ TCP Reno The unmodifiedTCP implementationin our BSD/OS3.0 operatingsystemis
commonlyknown asTCPReno. Many modernTCP implementationsarelargely basedon
this versionof TCP. Of the satellite-friendlyTCPextensionsdescribedabove, BSD/OS3.0
supportswindow scaleandpathMTU discovery.¼ TCP NewRenoTCP“NewReno” is a collectionof bug fixesandrefinementsfor how TCP
Renohandlesthe fastrecovery phaseof congestionavoidance.Our TCP NewRenoimple-
mentationis similarto TCPRenoexceptthatit avoidsfalsefastretransmissions[60], multiple
window reductionsin onewindow of data[36], andconstrainsthe burstinessof the sender
upon leaving fast recovery [36]. Specifically, it implementsthe “Less Careful,Slow-but-
Steady”variantof NewRenodescribedin [42].¼ TCP SACK-Reno Renocongestionavoidancealgorithmsmaybecombinedwith theSACK
optionfor lossrecovery to form TCP“SACK-Reno.”¼ TCP SACK-NewRenoLikewise, this correspondsto TCPNewRenocongestionavoidance
with theSACK optionfor lossrecovery.

It is importantto emphasizethatall of theabove implementationswouldberegardedasconformant
to theTCPstandards;in practice,many morevariantsof TCPexist.

For ourfile transferexperiments,werepeatedlytransferred10MB filesacrossourtestbed
while varyingthelatency of theemulatedsatellitechannel.Thefile transferslastedat least60 sec-
onds,allowing thelow throughputof theinitial slow startphaseto beamortizedacrossthelifetime
of theconnection.In thesimulations,weaddedanumberbackgroundHTTPtraffic generatorsto the
topologysoasto introducelow levelsof crosstraffic (approximately10%of theforwardthroughput
of thechannel).Thesetraffic generatorsdid not by themselvescongesttheforwardpath;theTCP
losseswereperiodicallyself-inducedby thegreedynatureof thecongestionavoidancemechanism
of thepersistentfile transfers.In theexperiments,which wereconductedon operationalnetworks
duringearlymorningperiodsof light network activity, the low amountsof live traffic on the net-
worksandthevariableprocessingdelaysof thehostssufficedto addvariability to theexperiments.

Behavior of Several TCP Variants

Weplot theresultsof theseexperimentsin Figure4.13.In all of ourfigures,throughputis
definedas“application-level” throughput.For valuesof RTT lessthan100ms,theperformanceis
relatively high for all four variants.However, for GEOdelays(600ms)andfor LEO delaysgreater
than100ms,thedifferencein performancefor differentTCPimplementationsis quiteevident. By
analyzingpacket tracesin both thesimulationsandtheexperiments,we determinedthat themain
distinctionbetweenthe implementationswasin their behavior immediatelyuponleaving theslow
startphaseof congestionavoidance.It is critical thatTCPtransitionfrom slow startto congestion
avoidancein a smoothmanner, with a congestionwindow closeto thebandwidth-delayproductof
thepath.Wefoundtheperformanceof SACK-NewRenocongestionavoidanceto bethebest;in this
case,whena slow startovershootoccurs,theprotocolcutsits window in half onceandsmoothly
movesto congestionavoidanceafter recoveringall losses.Thereis little penaltyfor usinga high-
bandwidth,high-latency GEOsatellitelink in this case.WhenSACK wasusedwithout NewReno
enhancements(SACK-Reno),we observed that the slow start termination,which is characterized
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Figure4.14: Typical performance,usinga standardBSD TCP (Reno)implementation,of a large
file transferover aGEOsatellitechannel.

by several burstsof packet losses,resultedin the implementationcutting its congestionwindow
in half several times, ratherthan just once. As a result, TCP was forced to rebuild its window
linearly from a very low value.Theperformanceof NewRenowithoutSACK wassimilarbut for a
differentreason.In this case,theslow startovershootresultedin similar burstypatternsof losses,
but sinceNewReno,unlikeSACK, canonly recoveronelossperRTT, it spentalargeportionof time
recovering from theslow startlosses.Finally, TCPRenorarelyavoideda retransmissiontimeout
and multiple reductionsin its window after the first slow start, resultingagainin slow window
growth.

A closerlook at thebehavior of thesedifferentTCPvariantsis informative. Figure4.14
illustratesa “time-sequence”plot of an individual connection–the initial 60 secondsof a large
file transferusinganunmodifiedBSD/OSUNIX TCPimplementation(TCPRenowithout SACK)
over the topologyillustratedin Figure4.11. Two plotsareoverlaid–theevolution of thesender’s
sequencenumber, and the evolution of the acknowledgmentsreceived (the traceof the sender’s
sequencenumbergenerallylies to the left of the acknowledgmenttraceandis marked by larger
points). The connectioninitially startsin slow-start, and althoughthe connectiontakes several
secondsto makenoticeableprogress,within thefirst 10secondstheconnectionhasalreadyovershot
by a wide margin the capacityof a router along the path, resultingin many packet drops(not
necessarilycontiguousin thesequencespace).The implementationperformsfastretransmission,
but sincemany packet losseshave occurred,the implementationinvariably is forced to recover
with a coarsetimeoutbecauseit doesnot interpretthe arrival of a partial acknowledgment(that
is, an acknowledgmentthat doesnot cover all of the datathat wasoutstandingat the time of the
retransmission)asa sign that the next unacknowledgedpacket is missing. The timeoutcuts the
window to onesegmentandtheslow startthresholdin half; normallythiswouldallow thesenderto
rapidlyrampupafterthetimeoutto half of its previouswindow (thatcausedcongestion).However,
becausethereceiver’s buffer hasmany out-of-orderpackets(andholesto fill), asthepost-timeout
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Figure4.15:CorrectNewRenobehavior, usingamodifiedBSDTCPimplementation,of a largefile
transferover aGEOsatellitechannel.

TCPsenderstartsto sendmoredata,it canreceiveanumberof duplicateacknowledgmentsthatpush
it in andout of fast retransmissionagain(thesearesometimescalled“f alsefastretransmissions”
[60]), eachtime cuttingthewindow andslow startthresholdin half. Theresultis, by thetime that
thesenderhasrecoveredfrom all of theoriginal losses,it hasa very low congestionwindow and
slow startthresholdvalue,andis forcedto build its window linearlyfrom averylow value,resulting
in poorthroughput.

TCP NewRenowasdevisedto correctthis oversightin the TCP Renoimplementation;
it definesa “recovery phase”that endswhen all of the packets that were outstandingwhen the
first losswasdetectedareacknowledged. Figure4.15 illustratesthe typical performanceof this
algorithm. No timeoutsoccurduring the recovery andthe window is not reducedmultiple times
for the sameburst loss. However, sincethe recovery takes one round trip time for eachgap in
the sequencespaceto be recovered,the result is a TCP connectionthat takesover half a minute
to recover from a singleburst of losses.For this reason,aspointedout by Floyd [42], it may be
beneficialto preventthisbehavior from occurringby forcingTCPto takea timeoutif it requirestoo
many roundtripsto recover. Second,in ourexperimentswith thisalgorithmasspecifiedby [60] and
[36], wenoticedundesirablebehavior thatoccurredat theendof therecovery phase.Thisbehavior
(immediatereentryinto a burst losssituation)canbeseenin Figure4.16,andit is dueto a burstof
packetsthatcanoccurat theendof recovery. This burstoccursif, duringwindow inflation of the
recoveryphase,thetransmissionof new segmentswasconstrainedby thereceiver’sofferedwindow
(becausethe“window inflation” stepof TCPRenocanresultin very largeartificial windows being
generated).As aresult,whentheholeis pluggedin thereassemblybuffer andtheTCPsenderresets
its congestionwindow uponreceiptof theacknowledgment,it is eligible to immediatelysendmany
segments. The solutionto this problem,asshown in Figure4.15, is to constrainthe congestion
window at theendof recovery to beno largerthantheamountof outstandingdataat thattime(plus
onesegment,to allow anew transmission).Thisproposalwasfirst describedin [76].
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Figure4.16: IncorrectNewRenobehavior, usinga modifiedBSD TCPimplementation,of a large
file transferover a GEOsatellitechannel.This behavior is dueto a burstof packetstransmittedat
theendof recovery.

The bestbehavior is obtainedby combiningboth the SACK andNewRenoalgorithms,
asillustratedby Figure4.17. In this case,TCP recoversvery rapidly from bursty lossesbecause
theextra informationpresentin theSACK optiongivestheTCPsendera morecompletepictureof
whatis missing.Figure4.18illustratesthis recovery in moredetail;theburstof lossesis recovered
in lessthantwo seconds(that it requiresmorethana roundtrip delay is dueto queueingdelays
thathave built up), anda largewindow is preserved for thesubsequentconnectionto usein linear
growth phase.

Finally, we illustratein Figure4.19theclosecorrespondencebetweensimulationandex-
perimentalresultsfor file transfers.In theremainderof thissection,wepresentonly ourexperimen-
tal resultssinceoursimulationresultsweregenerallyin closeagreement.TheTCPimplementations
of thenssimulatorarevery realistic,to thepoint thatbugsfoundin commonimplementationscan
alsobeenabledin oursimulations.

Effect of a CompetingConnection

The above experimentsareappropriateto modelconnectionsentirely within a satellite
subnetwork, but do not accuratelyportrayconditionsfoundwhenusingthesatellitenetwork to ac-
cesssiteson thewired Internet,wherecompetitionfor bandwidthfrom many differentconnections
(with shorterroundtrip delays)canleadto network congestionandunfairnessin bandwidthallo-
cation. For our next experiments,we addeda single, large-window persistentconnectionfrom a
backgroundsourceto abackgroundsink in thesamedirectionastheforegroundfile transfer. In our
topology, thiscausedthefirst routerin thenetwork to occasionallybecomecongested.Notethatthis
backgroundconnectiondoesnot traverseany portionof our emulatedsatellitesubnet.Theresults
in thiscasearestrikingly different.It only takesonelow delay(in thiscase,20msRTT) connection
to drasticallyreducetheachievablethroughputfor SACK-NewReno,asshown in Figure4.20.This
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Figure 4.17: Correct SACK behavior, using a modified BSD TCP implementation(including
NewRenolossrecovery),of a largefile transferoveraGEOsatellitechannel.

is theTCPfairnessproblemidentifiedearlierin this chapter. TCP’s fairnesspropertiescanbe the
first-orderdeterminantof how well a large-window satelliteTCP connectioncando in the wide-
areaInternet.Eventhoughthesatelliteconnectionwassuccessfulin avoidingtimeoutsin almostall
of the transfers,thewindow reductionsdueto recurringfastretransmitssubstantiallyreducedthe
throughput.Thethroughputis alsomuchmorevariableundertheseconditions,asrepresentedby
theerrorbars.Themainproblemis thattheconnectionwith thelongRTT is toosluggishto rebuild
its window andpushdatathroughthecongestedqueuebeforeit takesanotherloss.

In summary, we observed thatTCPSACK with NewRenocongestionavoidanceis able
to sustainthroughputsatcloseto thebottlenecklink rateevenfor GEO-likedelays.This is because
TCP is ableto amortizethe low throughtputof the initial window build acrossa longerperiodof
highthroughput.However, ourdataillustratesthattheuseof SACK aloneis notsufficient to enable
high performance.Specifically, NewRenohelpsto avoid coarsetimeoutsandmultiple window re-
ductions,while SACK acceleratesthelossrecovery phase.Specificdetailsof ourSACK-NewReno
implementationcanbefoundin AppendixA. Finally, theresultwewould like to emphasize,which
agreeswith ouranalysisin Section4.1,is thatit only takesverymoderatelevelsof congestionin the
wide-areaInternetto drasticallyimpair theperformanceof evenwell-configuredTCPconnections.

4.2.4 Performancefor WebTransfers

Besidesfile transfers,mostof therestof theTCPtraffic in theInternetis drivenby Web
transfers.Suchconnectionsarevery differentfrom file transfers.Typically, anWebclient issuesa
small requestto a server for anHTML (HyperText MarkupLanguage)page.Theserver sendsthe
initial pageto theclient on this first connection.Thereafter, theclient launchesa numberof TCP
connectionsto fetchimagesthatfill out therequestedpageor to obtaindifferentpages.Eachitem
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Figure4.18:Closeupof rapidSACK recovery of multiple losses.

on thepagerequiresa separateconnection.6 Many commonWebbrowsersallow a userto operate
multiple(typically, four) TCPconnectionsin parallelto fetchdifferentimageobjects.Basically, the
datatransfermodelis “client request,server response.”

Using standardTCP, any connectionrequiresa minimum of two RTTs until the client
receivestherequesteddata(thefirst RTT establishestheconnection,andthesecondoneis for data
transfer). As the RTT increases,the RTT canbecomethe dominantportion of the overall user-
perceived latency, particularlysinceaverageWebserver responsetimesaremuchsmallerthanone
second[51]. Two mechanismsdescribedin Section3 attemptto alleviate the latency effectsof
TCP for shortconnections.The first, T/TCP, doesaway with the initial handshake (RTT) of the
connection.Thesecond,4KSS,allows theTCPserver to sendup to 4380bytesin theinitial burst
of data.If thesizeof thetransferis nomorethan4380bytes,thetransfercancompletein oneRTT.
By usingsomesimpleanalysis,we canquantify thebeneficialeffectsthat theseTCPmechanisms
have on theuser-perceived latency.

Figure4.21,adaptedfrom a similarfigurein [57], illustratesthelatency in ahypothetical
threesegmentreplyusingstandardTCP. Wemake thefollowing assumptions:¼ We do not modelserver responsetimesor segmenttransmissiontimes. We assumeanenvi-

ronmentin whichtheRTT is thedominantlatency in thetransfer.7 Server responsetimesand
segmenttransmissiondelaysarea constantoffsetto thelatencieswe calculate;i.e., thesame
offsetmustbeaddednomatterwhatversionof TCPweareconsidering.¼ Weassumenopacket lossesandafixedRTT. Therefore,theselatenciesarethebestcase.¼ Wedonotmodelsomeof thebugsthathaveappearedin earlyHTTPimplementationsandthatÓ

Wewill discussshortlyamodificationto thisapproach,known asPersistent-HTTP(P-HTTP),whichreusesthesame
TCPconnectionfor multiple items.Ô

This is notalwaystruein practice.Evenfor fastlinks, server responsescantakeseveralseconds,but onaverage,the
server responsetime is muchlessthanasecond[51].
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Figure 4.19: Agreementbetweensimulationand experimentalresultsfor TCP SACK and TCP
NewReno.

arediscussedin [57], undertheassumptionthat they will graduallydisappear. For example,
onequiteprevalentbug allows the connectionto startwith an initial congestionwindow of
two segments[128].

With theseassumptionsin mind,considerFigure4.21,in whichdashedlinesdenotecontrolpackets
andsolid lines indicatedatapackets. Thefirst RTT is consumedby a SYN exchange,afterwhich
theclient issuesanHTTP GET request.Uponreceiving andrespondingto this request,theserver
at this point hasa congestionwindow of onesegment. Assumingthat the TCP implementation
implementsdelayedacknowledgments(delayedACKs)of upto 200ms[127], theclientonaverage
will acknowledgethis dataafter 100 ms. Upon receiving the acknowledgment,the congestion
window grows to 2, andtheserver sendsthesecondandthird segments,followedby a FIN, which
closesits half of theconnection.Theclientmustcloseits own half of theconnection,but wedonot
modelthis delaysinceit doesnot contribute to user-perceived latency. Therefore,thetotal amount
of TCP-relatedlatency is 3 RTTs+ 100msin thiscase.UsingeitherT/TCPor 4KSSwould reduce
thelatency to 2 RTTs,andusingbothmechanismswould reduceit to asingleRTT.

We usedHTTP tracesto computeprobability massfunctions(pmfs) for the numberof
bytestransferredperHTTPconnection.WethencomputedtheaverageTCPlatency for all of these
file sizes,basedon a simpleanalysisof how the congestionwindow builds over time. Because
sometransferswerevery long,we eliminatedthoseover 100segments(only 2-4%of thedataset,
in general).For thesecases,it is morerealisticto considerthemaslargefile transfers.Ourtracedata
wasgatheredfrom two differentuserpopulations.Thefirst, collectedby Mah in 1995[79], comes
from a well connectedBerkeley subnet.Thesecondset,collectedby Gribblein 1997[51], comes
from Berkeley residentialusageover dial-upmodems.By usingthis tracedatawith our model,we
estimatedtheminimum,median,andmeanlatency effectsof TCPon user-perceived latency. For
GEOnetworks,wemodeledtheRTT asa fixed600ms,andfor LEO networkswe assumeda RTT
of 80 ms. To verify theanalyticalresults,we alsoperformedmeasurementsusingsimilar pmfsto
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throughput.The competingconnectionwasa persistentfile transferusingTCP SACK NewReno
with anominal20msRTT betweenabackgroundsourceandsink in theexperimentaltopology.

driveaTCPtraffic generatorin ourexperimentaltopology, andwerecordedthelatency experienced
alongwith thefile sizefor eachfile transfer. For theexperiments,wedid notcull thelargetransfers
from our tracedata.Theexperimentalsetupcapturedtheeffectsof not only thepropagationdelay
but alsotheprocessingdelaysin realendsystems.

In Table4.2,wepresenttheresultsfrom ananalysisof thedatasetprovidedby Mah[79].
Thefirst threecolumnsof datalist theminimum,median,andmeanTCPtransfertimesrequired,
accordingto the analysisof the tracefile andassuminga maximumsegmentsizeof 1500bytes.
Thesevalueswerecalculatedby first determiningthe TCP relatedlatency for a connectionof a
givensize,andthenby weightingtheselatenciesaccordingto thepmfsderivedfrom thetracedata.
The fourth columnlists experimentalresultscorrespondingto this dataset. Thesevaluesarethe
mean(and95%confidenceinterval) of 1000independenttransfers,in which thesizeof thetransfer
wasgeneratedrandomlyaccordingto thepmfs drawn from the tracedata. The last four columns
aresimilar to thefirst four, exceptfor theuseof a maximumsegmentsizeof 500bytes.This data
indicatesthattheuseof eitherT/TCPor TCPwith 4KSSimprovesmeanlatency by asmallamount,
but thecombinationof bothoptionsyieldsanimprovementby a factorof two to three.Therelative
improvementis similarwhetherGEOor LEO networksareassumed(becausetheanalysisis based
on RTT). Becausethe meanlatenciesusing the assumedLEO network arealreadyrathersmall,
the improvementsdueto TCPoptimizationsarelesslikely to beperceived by users.Thedataset
providedby Gribble[51] containedslightly largertransfers,onaverage,but thesametrendsin TCP
latency werepresent.

Finally, the most recentversionof the HTTP specification(version1.1 [37]) recom-
mendsthat servers and clientsadoptthe persistentconnectionand pipelining techniquesknown
as“persistent-HTTP”(P-HTTP)[102]. RatherthanusingseparateTCPconnectionsfor eachimage
on a page,P-HTTPallows for a singleTCPconnectionbetweenclient andserver to bereusedfor
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multiple objects. The shift to P-HTTPoffers a tradeoff in performancefor satelliteconnections.
On the onehand,P-HTTPis potentiallymuchmorebit-efficient thanHTTP with standardTCP,
becauseconnectionsarenotsetupandtorndown asfrequently(theconnectionestablishmentcosts
areidenticalto thoseof T/TCP[57]). However, in termsof latency, theuseof T/TCPandmultiple,
concurrentconnectionsmayyield fasterWebpageloadsundersomescenarios.Thecapabilityof
many Webbrowsersto supportmultiple, concurrentconnectionsis an exampleof a generaltech-
niqueknown as“striping,” which hasbeena strategy for transportprotocolimprovementknown to
satellitenetwork operatorsfor sometime,andwhich hasmostrecentlybeenstudiedin thecontext
of FTP[6]. BecauseTCPandHTTPoptimizationssuchasT/TCP, andTCPwith 4KSSdonotyield
majorperformanceimprovementsfor mostusersof theInternet[57], it is unclearwhetherthey will
seedeployment. In fact,Padmanabhanrecentlystudiedthepotentialbenefitof not usingP-HTTP
but insteadrevertingbackto multiple, concurrentTCPconnectionsthatsharecongestionwindow
andotherstateinformation[99].

In summary, for connectionsusingGEOsatellitelinks,TCPoptimizationssuchasT/TCP
and4KSS,especiallywhenusedtogether, canyield a reductionof two to threetimesin in user-
perceived latency andcan also reducethe bandwidthoverheadof HTTP connections.For LEO
satellitelinks, optimizationsto reducethenumberof unnecessarycontrolpacketsaredesirable,but
optimizationsto reducelatency will not have asperceptibleof aneffect for usersbecausepropaga-
tion delaysaresmaller. However, sincesuchoptimizationsbenefitonly a smallusercommunity, it
is possiblethatthey will not seewidespreaddeployment.
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Geostationaryorbit (600msRTT)
1500byte segments 500byte segments

minimum median mean expt. mean minimum median mean expt. mean
Standard TCP 1.2 1.9 1.9 2.0(0.1) 1.2 2.5 2.5 2.6(0.1)

T/TCP 0.6 1.2 1.2 1.4(0.1) 0.6 1.8 1.7 2.0(0.1)

TCP “4KSS” 1.2 1.2 1.4 1.6(0.1) 1.2 1.8 1.7 1.9(0.1)

T/TCP “4KSS” 0.6 0.6 0.8 1.0(0.1) 0.6 1.2 1.1 1.3(0.1)

Low-earth orbit (80msRTT)
Standard TCP 0.16 0.34 0.31 0.37(0.02) 0.16 0.42 0.42 0.55(0.02)

T/TCP 0.08 0.16 0.17 0.28(0.02) 0.08 0.24 0.25 0.47(0.02)

TCP “4KSS” 0.16 0.16 0.18 0.25(0.01) 0.16 0.24 0.23 0.31(0.01)

T/TCP “4KSS” 0.08 0.08 0.10 0.16(0.01) 0.08 0.16 0.15 0.23(0.01)

Table4.2: TCP latency effectson HTTP transfersfor GEOandLEO satelliteconnections.Trace
datais takenfrom [27]. All latenciesarein seconds.For theexperimentalresults,95%confidence
intervalsareshown in parentheses.

4.3 Split TCP Connections

AlthoughTCPcanwork well over evenGEOsatellitelinks undercertainconditions,we
have illustratedthattherearecasesfor which eventhebestend-to-endmodificationscannotensure
goodperformance.Furthermore,in anactualnetwork with a heterogeneoususerpopulation,users
andserverscannotall beexpectedto berunningsatellite-optimizedversionsof TCP. This hasled
to thepracticeof “splitting” transportconnections.Thisconceptis notnew; satelliteoperatorshave
deployed protocolconvertersfor many years. In this section,we describehow TCP connections
maybesplit at a satellitegateway, identify somedrawbacksto split connections,andquantifyhow
muchimprovementcanbeobtained.

4.3.1 Split ConnectionApproaches

The ideabehindsplit connectionsis to shieldhigh-latency or lossy network segments
from therestof thenetwork, in amannertransparentto applications.TCPconnectionsmaybesplit
in a numberof ways. Figure4.22illustratesthemostgeneralcase,in which a gateway is inserted
on the link betweenthesatelliteterminalequipmentandthe terrestrialnetwork. On theuserside,
the gateway may be integratedwith the userterminal, or theremay be no gateway at all. The
goal is for endusersto beunawareof thepresenceof an intermediateagent,otherthanimproved
performance.Fromtheperspective of thehostin thewide-areaInternet,it is communicatingwith
a well-connectedhostwith a muchshorterlatency. Over the satellitelink, a satellite-optimized
transportprotocolcanbeused.

TCPmaybesplit in thefollowing ways:Õ TCP spoofingIn this approach,the gateway on the network sideof the connectionprema-
turely acknowledgesdatadestinedfor thesatellitehost,to speedup thesender’s datatrans-
mission[146]. It thensuppressesthetrueacknowledgmentstreamfrom thesatellitehost,and
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Figure4.22:Futuresatellitenetworkingtopologyin whichasatellite-basedhostcommunicateswith
aserver in theInternetthroughasatelliteprotocolgateway.

takesresponsibilityfor resendingany missingdata.As long asthetraffic is primarily unidi-
rectional,TCPdatagramsarepassedthroughthegateway without alteration. In the reverse
direction,thesamestrategy is followed.No changesareneededat thesatelliteclient.Õ TCP splitting Insteadof spoofing,the connectionmaybe fully split at the gateway on the
network side,anda secondTCP connectionmay be usedfrom the satellitegateway to the
satellitehost. Logically, thereis not muchdifferencebetweenthis approachandspoofing,
except that the gateway may try to run TCP optionsthat are not supportedby the terres-
trial server. Modernfirewall implementationsoftenperforma typeof TCPsplitting (suchas
sequencenumberremapping)for securityreasons.Õ WebcachingIf satellite-basedWebusersconnectto aWebcachewithin thesatellitenetwork,
thecacheis effectively splittingany TCPconnectionfor requeststhatresultin a cachemiss.
Therefore,Webcachingnot only canreducethe latency for usersin fetchingdatafrom the
Web,it hasthesidebenefitof splitting thetransportconnectionfor cachemisses.

Furthermore,whenthe TCP connectionis fully split at a gateway or cache,it is possibleto use
analternative protocolfor thesatelliteportionof theconnection.While this requiresthe useof a
satellitegateway or modifiedend-systemsoftwareon the satellitehost’s side, this approachmay
provide betterperformanceby improving on TCP’s performancein waysnot easilyachieved by
remainingbackwardcompatiblewith existingimplementations.Set-topboxesor otheruserterminal
equipmentmayprovideanaturalpoint for theimplementationof protocolconversion(backto TCP,
if necessary)on thesatellitehost’s sideof theconnection.
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Figure4.23:Forwardthroughputperformanceof split TCPin thepresenceof ashort-delaycompet-
ing connection.TCPSACK NewRenowith largewindows wasusedonbothconnectionportions.

In all threeapproaches,theamountof per-connectionbufferingrequiredat thegateway is
roughly2-3 timesthebandwidth-delayproductof thesatellitelink or theInternetpath,whichever
is smaller. Thecomputingresourcesrequiredto supportalargesetof users(approximately200-500
KB of memoryperactiveconnection,plusprocessing)canformasignificantportionof thehardware
requirementsof asatelliteInternetgateway. In addition,althoughpersistent-HTTPconnectionswill
reducethe numberof connectionsthat needto besetup andtorn down, they will alsodrastically
lower the duty cycle of eachTCP connection,requiringthe gateway to keepresourcesallocated
for idle connections.However, it is importantto emphasizethat if Webcachesor otherproxiesare
alreadypart of the satellitenetwork architecture,therewould be no needfor extra equipmentto
supporttransport-level gateways.

Besidesthe resourceconsumptionnotedabove, split connectionsarenot without other
hazards.First, from anarchitecturalstandpoint,a split TCPconnectionthat is not explicitly asso-
ciatedwith a proxy or a cachebreaksthe end-to-endsemanticsof the transportlayer. Although
approachesfor TCPimprovementover localareawirelesslinks, suchasBerkeley’s “snoop”proto-
col [10] and“mobile TCP” [21], canpreserve end-to-endsemantics,it is moredifficult to do soin
thesatelliteenvironmentbecausecombatingthe fairnessproblemrelieson earlyacknowledgment
of data.However, stepscanbetaken to ensurethat theconnectiondoesnot closenormallyunless
all datahasbeenreceived; for example,the gatewayscanallow the FIN segmentof TCP to pass
end-to-end.Furthermore,higher layer protocolstypically have mechanismsto restarta transport
connectionif it prematurelyfails. Second,gatewaysintroducea singlepoint of failure within the
network,andrequireall traffic for agivenconnectionto beroutedthroughthem(i.e.,therecanbeno
alternatepacket routing).Third, protocolconversiongatewaysareineffective if IP-level encryption
andauthenticationprotocolsareoperatingona link, althoughthey canstill functionnormallyif the
encryptionandauthenticationis performedat the transportlayer. In the caseof IP-level security,
the transportgateway mustbe includedaspart of the “trust infrastructure”to operate.Typically,
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Figure4.24: Reversechannelutilization of split TCP in the presenceof a short-delaycompeting
connection.TCPSACK NewRenowith largewindows wasusedonbothconnectionportions.

however, if a satellitenetwork is usedto provide “last-mile” accessto a largediversesetof users,
transport-level securityprotocolswill be usedinsteadof IP-level security; in this case,protocol
gatewayscanoperatecorrectly.

4.3.2 Split ConnectionPerformance

In Figure4.23,we illustratetheperformancegainsachievablewhentheTCPconnection
is split at the gateway betweenthe satellitenetwork andthe Internet,underthe sameconditions
asshown in Figure4.20 (a competingshortdelayconnectionin the Internet). We replottedthe
relevant datafrom Figure4.20 for comparison.Note that the presenceof the gateway allows the
split connectionto competefor bandwidthin the wide areaand obtain its fair share. However,
asshown in Figure4.24,thereversechannelusagerequiredfor this TCPconnectionis roughly20
Kb/s. Thisusagescaleslinearlywith theforwardthroughput,andfor 1000bytesegments,is roughly
2% of theforwardthroughputachieved. For bandwidth-constrained reversechannelsaswill bethe
casein mostsatellitesystems,thissetsanupperboundontheforwardthroughputachievableif TCP
reliesona streamof acknowledgmentsto clockoutnew data.Thissuggeststhatit wouldbeuseful
eitherto makemodificationsto TCPto reduceits reversechannelusage(suchasusingmodifications
to handleTCPasymmetry[11]) or to useaprotocolover thesatelliteportionof theconnectionthat
useslessbandwidth.We investigatethelatterpossibilityin thenext chapter.

4.4 Summary

In thischapter, wehaveinvestigatedtheperformanceof IP-compatibletransportprotocols
over satellitelinks from severalperspectives.Ourmainresultsareasfollows:

i) We observed little degradationin TCPperformancefor connectionswith RTTs in the
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rangeof futureLEO systems(40-200ms),althoughwe did not investigatepotentialproblemsdue
to largeRTT variations.However, maintaininggoodTCPperformanceoverGEOlatencies(or long
LEO paths)is challenging.

ii) While we foundthat theConstant-Rate(CR) policy could improve TCPfairnessdra-
matically, we facedtwo practicaldifficultiesthatwould likely preventuniversaldeploymentof this
schemein its currentform. First, theproperselectionof a constantis dependentuponthenetwork
topologyandthenumberof peerconnectionsandis thereforedifficult to determinein a distributed
manner. Second,the fairnessbenefitsof theCR policy canbeconfoundedby competingconnec-
tionsusingstandardcongestionavoidance,therebymakingit disadvantageousto deploy CR in an
existingheterogeneousenvironment.

iii) Whenwe insteadmadeonly certainlong RTT connectionsslightly moreaggressive,
wewerealwaysableto improvenetwork fairnesswhile keepingbottlenecklink utilizationrelatively
constantby usingan increase-by-Ú (IBK) policy. Interestingly, the effectson otherunmodified
connectionsthatweresharingthebottlenecklink weresimilar to whatthey wouldhaveexperienced
hadthemodifiedconnectionactuallybeenaconnectionwith a shorterRTT.

iv) If theright TCPoptionsareusedandcongestionis light, TCPcanwork well for large
file transferseven over GEO links. In particular, in our large file transferexperimentswith TCP
SACK plusNewRenocongestioncontrol,averagethroughputdecreasedby nomorethan10%when
theRTT wasincreasedfrom 20 msto 600ms. However, we showedthateven low levelsof com-
petitionfrom shortdelayflows (in the form of cross-traffic in thewide-areaInternet)significantly
degradesthesatelliteconnection’s performance.

v) Concerningthelatency dueto HTTP exchanges,we foundthattheuseof bothT/TCP
andmodifiedslow startperformedmuchbetterthaneitheroptionusedseparately, andcouldcut the
averageTCP-relatedlatency by a factorof two to threefor GEOlinks.

vi) We showed that the performanceproblemsdue to mis-configuredTCP or network
congestioncanbealleviatedby splitting theTCPconnectionat a gateway within thesatellitesub-
network. Evenwith congestionin thewide-areaInternet,theend-to-endconnectionis still ableto
maintainhigh throughput.

TCPhasprovento bea very robustprotocolin a varietyof network environments.How-
ever, this chapterhasillustratedthat obtaininggoodperformanceusingstandardend-to-endTCP
connectionsis very challengingin a GEOsatelliteenvironment.For file transfers,thebestperfor-
manceresultsthatwe obtainedwerebasedonsplitting theconnectionat a gateway, wherethelong
roundtrip delayof thesatelliteportionof thepathcanbeisolatedfrom theportionof theconnection
thattraversestheInternet.For shorttransactions,we foundthatthebestperformancerequiresTCP
enhancements(T/TCP, 4KSS)thatarenot implementedin thecurrentInternet–againleadingusto
considersplit connectionsolutions.Given thatonedecidesto split TCPconnectionsat a satellite
gateway, it is naturalto askwhatprotocol(eithermodifiedTCPor anentirelynew protocol)should
beusedover thesatelliteportionof thesplit connection.In thenext chapter, weattemptto improve
on our performanceresultseven further by designinga satellite-optimizedtransportprotocolthat
outperformseventhesplit TCPconfigurationdescribedabove in Section4.3.
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Chapter 5

SatelliteTransport Protocol

In the previous chapter, we illustratedthe performanceadvantagegainedby splitting a
TCP connectionat a gateway within an accesssatellitenetwork. Given sucha split connection,
however, thereis no requirementto actuallyuseTCP within the satellitenetwork. Moreover, for
connectionscompletelyinternalto asatellitenetwork, transportprotocolsotherthanTCParepossi-
ble. In this chapter, we describea new transportprotocoloptimizedfor asymmetricsatelliteaccess
networks. Themaindifferencebetweenthis protocolandTCPis in thewaydatais acknowledged.
Thedesignersof TCPchoseto useasteadystreamof dataacknowledgmentsasapacingmechanism
to clock out new data;the implicit designtradeoff wasto simplify theprotocolimplementationat
the costof extra traffic in the network. For broadbandgeostationarysatellitesystems,bandwidth
is at a premium–therefore,our choiceis to reducethe traffic loadon thebackchannelasmuchas
possible,at thepossibleexpenseof morecomplicatedimplementations.Fortunately, we canavoid
significantincreasesin complexity by changingthe basicdatatransfermechanismof the proto-
col. Our protocol,which we dubbedthe“SatelliteTransportProtocol”(STP),outperformsTCPin
satelliteenvironmentscharacterizedby high bit error ratios,asymmetry, or widely varying round
trip times. STPcanbeusedin two ways: i) asthesatelliteportionof a split TCPconnection,and
ii) asa transportprotocolfor controlandnetwork managementtraffic within a satellitecommuni-
cationsnetwork. This chapterdescribesthe overall protocoldesign,followed by simulationand
experimentalresults.

5.1 DesignGoals

In Section2.1.3,we introducedthe backgroundmaterialrelatingto the developmentof
STP. In summary, STPis anoutgrowth of theATM-basedlink layerknown asSSCOP. While SS-
COPwasmainly intendedfor networks with large bandwidth-delayproductssuchasbroadband
wide-areaATM networks,many of thesamedesignprinciplesof thatprotocolhelpgreatlyin the
satelliteenvironment.In thissection,wedescribeourdesignrequirementsfor anoptimizedsatellite
transportprotocolanddiscusshow wemodifiedthecoreprotocolmechanismof SSCOPto develop
STP.
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5.1.1 BasicDesign

To understandSTP, it is perhapseasiestto contrastits operationwith that of TCP. Like
TCP, STPprovidesa reliable,byte-orientedstreamingdataserviceto applications.We designed
STPto offer the sameAPI asdoesTCP, andto operateover an IP-basednetwork. The transmit-
ter sendsvariable-lengthpackets to the receiver, storing the packets for potentialretransmission
until thereceiver hasacknowledgedthem.However, STP’s automaticrepeatrequest(ARQ) mech-
anismusesselective negative acknowledgments,ratherthanthepositive acknowledgmentmethod
of TCP. Packets,not bytes,arenumberedsequentially, and the STPtransmitterretransmitsonly
thosespecificpacketsthathave beenexplicitly requestedby thereceiver. Unlike TCP, thereareno
retransmissiontimersassociatedwith packets.

Oneof themaindifferencesbetweenSTPandTCP, andonethatoffersanadvantagefor
asymmetricnetworks,is theway in which thetwo protocolsacknowledgedata.TCPacknowledg-
mentsaredata-driven; the TCP receiver typically sendsan ACK for every otherpacket received.
While this is beneficialfor acceleratingwindow growth uponconnectionstartup,it resultsin a large
amountof acknowledgmenttraffic whenwindows are large. In STP, the transmitterperiodically
requeststhereceiver to acknowledgeall datathat it hassuccessfullyreceived. Lossesdetectedby
thereceiver areexplicitly negatively acknowledged.Thecombinationof thesetwo strategiesleads
to low reversechannelbandwidthusagewhenlossesarerareandto speedyrecovery in theeventof
a loss.

Packet Types

STP hasfour basicpacket typesfor datatransfer(we ignore, for now, the additional
packet typesneededfor connectionsetupandrelease).TheSequencedData (SD)packet is simply
a variablelengthsegmentof userdata,togetherwith a 24 bit sequencenumberanda checksum.
SD packets that have not yet beenacknowledgedarestoredin a buffer, alongwith a timestamp
indicatingthe last time that they weresentto the receiver. No controldatais includedin the SD
packets;instead,thetransmitterandreceiver exchangePOLLandSTAT(us)messages.Periodically,
the transmittersendsa POLL packet to thereceiver. This POLL packet containsa timestampand
the sequencenumberof the next in-sequenceSD packet to be sent. The receiver respondsto the
POLL by issuinga STAT messagewhich echoesthe timestamp,includesthe highestin-sequence
packet to have beensuccessfullyreceived, andcontainsa list of all gapsin the sequencenumber
space.The STAT messageis similar in conceptto a TCP selective acknowledgment,exceptthat
theSTAT messagereportstheentirestateof the receiver buffer (ratherthanthe threemostrecent
gapsin aSACK). SinceeachSTAT messageis acompletereportof thestateof thereceiver, STPis
robustto thelossof POLLsor STATs.

The fourth basicpacket type is calleda USTAT (unsolicitedSTAT) packet. USTATs are
data-drivenexplicit negative acknowledgments,andareusedby thereceiver to immediatelyreport
gapsin thereceivedsequenceof packetswithoutwaitingfor aPOLL messageto arrive. Thisallows
thePOLL andSTAT exchangeto berunatalow frequency (typically two or threeperRTT whenthe
RTT is large). In anetwork in whichsequenceintegrity is guaranteedor highly likely, aUSTAT can
besentuponany receptionof a packet numberedbeyondthenext expected.If resequencingby the
network is possible,USTATscanbedelayeduntil thereis ahighprobabilitythatthemissingpacket
wasnot reorderedby thenetwork. However, if theUSTAT is senttoo earlythereis only thesmall
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Figure5.1: Illustrationof themainpacket formatsin STP.

penaltyof a redundantretransmission.USTATsaretheprimaryform of negative acknowledgment,
andSTATsrecover all second-orderlosses.

Figure5.1illustratesthekey packet typesusedby STP. Thefieldsarebyte-alignedandthe
dataportionof packetsis 32-bitaligned.Above,wediscussedtheuseof theSD,POLL, STAT, and
USTAT PDUs. TheBGN andBGNAK areusedto opena connection,andtheEND andENDAK
areusedto closea connection.Eachpacket containsa 12-bytecommonheaderthat includesthe
sourceanddestinationport numbers(asin TCP),a typefield, a 24-bit sequencenumber, a 16-bit
checksum,andaninstancenumber(to distinguishbetweendifferentconnectionsthatmayhappen
to usethe sameport numbers).Certainpacketsarepermittedto be concatenatedfor the purpose
of conservingthenumberof packetstransmitted;for example,anSD anda POLL packet maybe
concatenated,in which casethetypefield is thelogical “OR” of theSD andPOLL values,andthe
POLL timestampprecedesthedata.

Bulk Data Transfer Operation

Thebasicoperationof STPcanbestbeillustratedby anexample.For simplicity, Figure
5.2 only illustratesonedirectionof datatransferandassumesthatsequenceintegrity of transmis-
sionsis preserved. In theexample,thetransmittersendsaseriesof consecutively numberedpackets.
After packet (SD)#4 is sent,aPOLL packet is sent(dueto eithertheexpirationof aPOLL timeror
a thresholdon thenumberof new packetssent).ThePOLL tells thereceiver thatthenext message
to be sentis #5, so the receiver knows that it shouldhave received packets 0 through4. In this
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Figure5.2: BasicSTPoperationfor bulk datatransfer.

case,sincethey have all beenreceived, thereceiver returnsa STAT packet acknowledgingall data
up to andincludingpacket #4. After sendingthePOLL, the transmittercontinueswith packets5
through9. However, packet #7 is lost. Thereceiver detectsthis lossuponreceiptof packet #8 and
immediatelyrequestsretransmissionof #7 with a USTAT packet. Beforethis USTAT is received
at the transmitter, the transmitteragainssendsa POLL packet. Uponreceptionof theUSTAT, the
transmitterimmediatelyresends#7, continueson with new datatransmission,andthenreceivesa
STAT packet againreporting#7asmissing.However, thetimestampin theSTAT packet allows the
transmitterto determinethattheretransmissionhasnotyethadanopportunityto reachthereceiver,
therebyavoiding anunnecessaryretransmission.If #7hadagainbeenlost, thenext STAT message
wouldhave stimulatedasecondretransmission.

The key to the performanceof the protocol is the frequency with which the transmitter
polls thereceiver. If thebit errorrateis highor thesenderand/orreceiver areusingsmallwindows
(eitherdue to small socket buffer sizesor a congestionwindow that hasnot yet openedup to a
largevalue),it is advantageousto poll frequently, perhapsthreeor moretimesper roundtrip time
(to mostquickly recover from lossesandopenup thewindow). However, if theabove conditions
arenot met,thenit is safeto poll onceperroundtrip time or less.This is because,underlow loss
conditions,theUSTAT messageprovidesthefirst-orderrecovery mechanismfor losses.By polling
infrequently, thebestsavingson thebandwidthusageon thereturnchannelcanberealized.



74

socket()
listen()

socket()
connect()

accept()

BGN

BGNAK

server client

write(400)SD_POLL 1 (400)

read()

write(5000)

SD_POLL 1 (1464)
write(3000)

STAT 2

STAT 2

SD 2 (1464)

SD_POLL 3 (1464)

STAT 4

SD 4 (1464)

SD 5 (1464)

SD_END 6 (680)

ENDAK

END

ENDAK

close()
read()

close()

Figure5.3: BasicSTPoperationfor shorttransactions.

Short Data Transactions

Figure5.3 illustratesa hypotheticaldatatransactionin which the client (the initiator of
the connection)writes400 bytesof datato a server andreceivesan8000byte response.The ex-
ampleillustratestypical systemcalls that would beusedby the application.The connectionuses
TCP-like window control,sothat thecongestionwindow builds by onepacket for eachpacket ac-
knowledged. The server is listeningon a particularport, and the client connectsto that port by
issuinga connect() systemcall, which causesSTPto senda BGN packet. This exchangeof
BGN andBGNAK coordinatesthesequencenumbersto beusedby bothsidesandestablishesthe
window sizesin eachdirection.Theclient thenwrites400bytesto thesocket,which stimulatesan
SD to be sentto the otherside. In this case,the client is configuredto POLL with the first burst
of data,so the actualpacket sentis a concatenationof an SD with a POLL. The server responds
to the POLL by issuinga STAT, reportingthe next sequencenumber(#2) that the server expects
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Figure5.4: Overview of STPstatetransitions.

to receive. The server thenwrites 8000bytesof datato the socket, andit requiressix packets to
completethe transfer. Uponsuccessfulcompletionof thedatatransfer, bothsidesexchangeEND
messagesto closedown their respective halvesof theconnection.

StateMachine

Figure5.4 illustratesthestatemachineassociatedwith typical STPconnections,aswell
asthecommonstimuli andresponsesthateffectthetransitions(packetsarelabeledin capitalletters,
while socket callsarelisted in smallcase).This diagramillustratesa numberof additionalpacket
types(BGN, BGNAK, END, ENDAK) usedfor connectioncontrol. In muchthe sameway that
a TCP segmentcanbe overloadedto performmore thanonefunction (for example,a TCP SYN
flag maybe combinedwith a TCP ACK flag), theseSTPconnectioncontrolpacketscanbecom-
binedwith data(e.g.,BGN SDpacket for fastconnectionopening)or with otherconnectioncontrol
packets (e.g.,BGNAK ENDAK). Using the basicclient-server modelof datacommunications,a
connectionis instantiatedby oneside(server) puttinga socket into theLISTENstate,andtheother
side(client) initiating theconnectionby sendingaBGN packet. In STP, sinceweallow theprotocol
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to skip the initial handshake waiting for a BGNAK, we definea numberof states( BGN SENT,
BGN DATA SENT, andBGN DATA END SENT)thatcapturethestateof theclient beforeit re-
ceivesaBGNAK. Thenormaldatatransferstateis theESTABLISHEDstate.Applicationscaneither
closebothdirectionsof communicationsby issuingaclose() systemcall, or canshutdown the
write sideof theconnectionby issuinga shutdown() systemcall. The remainderof thestates
illustratedinvolve theclosingof theconnectionby bothsides.

Also listedin Figure5.4arethetimersactive in eachstate.STPhasfour maintimers:the
BGNandEND timersusedto guaranteereceiptof therespective packet typesof thatname,andthe
POLL andKEEPALIVE timers,active duringdatatransfer. If datais outstanding,thePOLL timer
will be running;otherwise,theKEEPALIVE timer will (very infrequently)poll thepeerto ensure
thattheconnectionis still up.

5.1.2 Our ProtocolModifications

In Section5.1.1above, we describedthe coredatatransfermechanismof STP, which
follows closelythebasicoperationof theSSCOPprotocol. However, SSCOPcannotoperateover
connectionlessnetworksfor anumberof reasons.In [59], wehavedescribedhow STPbuildsonthe
basicSSCOPdesignthroughseveral protocoladditions. In this section,we highlight threeof the
mostimportantdifferencesbetweenSTPandSSCOP;namely, theadditionof ahybridwindow/rate
congestioncontrolmechanism,afastconnectionstartthatavoidsunnecessaryhandshaking,andthe
piggybackingof aPOLL messageonadatasegment.

CongestionControl

The SSCOPspecificationincludedno flow or congestioncontrol mechanism.For data
transferin a distributedpacket-switchednetwork, somemechanismis neededto adaptto changing
network conditions. The TCP congestioncontrol mechanism,in which eachconnectionadjusts
its sendingratebaseduponimplicit feedbackfrom thenetwork (thedroppingof packets),hastwo
mainproblemswhenappliedto STP. First, TCPrelieson a propertyknown asACK-clocking: the
arrival of anACK triggersdeparturesof new packets,which helpsto smoothout thetransmission
of packetsto a degreeof burstinessthat thenetwork canaccept.In STP, sinceACKs (STATs) are
only sentperiodically, anothertechniqueto smoothlysenddatais required.Second,it is unlikely
thatcongestioncontrol in a satellitenetwork will operatein a completelydistributedmannerwith
no bandwidthconstraints.The solutionthat we adoptedis basedon modificationsto TCP’s flow
control. In particular, wedesignedamechanismthatadaptsto theamountof ratecontroldesiredin
thenetwork.

We startwith thebasicTCPalgorithmanddescribeoperationwhenthereis no network
rate control. The protocolmaintainsa congestionwindow, which is set to an initial numberof
segmentsandwhichis guaranteednever to exceedthewindow offeredby thereceiver. Theprotocol
then undergoesslow start by increasingits congestionwindow by one packet for eachACKed
packet; i.e., it follows rulesfor TCPslow start.Thecongestionavoidancealgorithmis alsosimilar.
However, slow startisneverreenteredsincetherearenotimeouts.Theprotocolincreasesitswindow
or enablesnew retransmissionsonlyuponreceiptof aSTAT or USTAT message.Therefore,atevery
receptionof a STAT or USTAT, the transmittercountshow many transmissionsareenabled,and
schedulesthemto besentuniformly over theestimatedRTT of theconnection.TheestimatedRTT
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is computedfrom the timestampof a received STAT andthe currenttime, andwe performa low
passfiltering acrossseveralsamplesto obtainthedelayedsendtimer.

Next, considerthecasewhereaminimumandmaximumsendingrateareimposedby the
network. Thetechniquedescribedaboveeasilygeneralizesto thiscasebyconstrainingtheallowable
valuesof the timeout interval for the delayedsendtimer. If a hard upperboundexists on the
sendingrate,retransmissionscanbecountedamongthepacketsscheduledto besent.Therequired
granularityof thedelayedsendtimerdependsonthegranularityof theratesenforcedby thenetwork
andontheaccessspeedof thenetwork.1 Additionally, thegranularityof thetimermayberelaxedto
reducetheoverheadof interruptsin theprotocolprocessing.In our implementation,weusedtimers
with a granularityof 10 ms,which correspondsto a timer “tick” in BSD-derived systems.There
existsa tradeoff betweenthegranularityof thedelayedsendtimer andthesmoothnesswith which
datais submittedto thenetwork; asthedatatransferrategrows,moreandmorepacketsareemitted
at oncewhenthis timer expires. In our experiments,thespeedof our network interfacecardswas
moreof a limiting factorthanthis timergranularity.

HandshakeAvoidance

SSCOPoriginally hadhooksplacedin the protocolspecificationto allow the standard-
izationof a “f astconnectionstart,” but themechanismwasnever completed.Weaddedthis feature
to STPasfollows. Datais allowed to besentwith a BGN packet, in anticipationof a connection
acceptanceby thepeerhost. In addition,dependingon the initial valueof thewindow (if window
controlis beingusedin anetwork),SDandPOLLsegmentsmayalsobesentbeforeanacknowledg-
mentof theBGN packet is received. Therefore,boththeT/TCPreducedhandshakingandpolicies
suchasthe 4KSSmay easilybe implemented.Connectionsequencenumbershelp to distinguish
differentconnectionsin muchthe sameway asin T/TCP. Although the useof T/TCPconnection
handshakingin thewide-areaInternetis deprecateddueto denial-of-serviceconcerns,in anetwork
wherethesatelliteserviceprovider controlsbothof theendpoints,suchconcernsaremitigated.

Piggybacked POLL

Finally, a fundamentaldesignprincipleof SSCOPwastheseparationof dataandcontrol
flow. SSCOPwasdesignedfor anATM environment,in which a POLL messagefits into a single
cell andoccupiesa small amountof switch buffering. For this reason,POLL messagesor ACK
informationis notpiggybackedonSDsegments,althoughthemechanismwasseriouslyconsidered
during SSCOPdevelopment. In the Internet,however, mostIP routersplacebuffer limits on the
numberof packetsreceived,not on thesizeof suchpackets,soa POLL segmentactuallytakesup
asmuchbuffer spaceasfull datasegment.Becauseof this,wenoticedin our initial experimentsan
effective reductionof usablebuffer spacealongtheforwarddatapath.Therefore,weexperimented
with piggybackingPOLL messageson outgoingdatasegmentsif both typesof segmentswere
scheduledto besentaroundthesametime. This modificationhelpedgreatly, reducingthenumber
of standalonePOLL segmentsby aboutanorderof magnitude,leadingto substantialimprovement
at thesmallcostof defininganadditionalpacket type.Moreover, piggybackPOLLscanbeusedto
efficiently andquickly triggerSTAT responseswhenthewindows aretoo small to justify periodic
POLLing,suchastheinitial periodof datatransferonacongestion-controlled connection.å

It maybepossibleto relaxtherequiredgranularityof this timer if theMAC layeralsoperformstraffic smoothing.
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Figure5.5: Simulationconfigurationfor GEOtopology. Simulationsinvolvedmeasuringtheperfor-
manceof file transfersbetween“foreground”hostsagainstbackgroundWeb-like traffic generated
by “background”hosts.

5.2 Simulation Results

Weimplementedthedatatransferproceduresof STPin theUCB/LBNL network simula-
tor ns, describedin Chapter3. We wereinterestedin comparingtheperformanceof STPandTCP
by examining the performanceof persistentconnections(i.e., long file transfers)over simulated
satellitenetwork topologies.In this section,we describeour simulations,presentthe resultsof a
comparisonof STPandTCP performancewith respectto bulk datatransfers,andpresentperfor-
manceresultsfor STPconnectionsin ahighBERenvironment.

5.2.1 Simulation Configuration

Topologies

Figures5.5and5.6illustratesthetwo simulatedtopologieswith whichweexperimented.
Thefirst topologyis configuredto emulatea1.5Mb/schanneloverageosynchronous(GEO)satel-
lite channelwith a oneway delayof 260ms. Countingthepropagationdelaysof thefeederlinks,
the total RTT experiencedby a useris 532ms,excludingqueueingandtransmissiondelays.The
queuesizesweresetto approximately10 percentof theoutgoingline rate(a commonlyusedrule-
of-thumbfor queuesizesin practice).Thesecondtopologyillustratesahypotheticallow-earth-orbit
(LEO) configuration.Theaccesslinks to thesatellitehaveaone-waypropagationdelayof 5 msand
a bit rateof 2 Mb/s, andtheintersatellitelinks have a propagationdelayof 10 msanda bit rateof
100Mb/s.Thetopologyis similar to transcontinentalconnectionsacrossproposedbroadbandLEO
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Figure5.6: Simulationconfigurationfor LEO topology. Simulationsinvolved measuringtheper-
formanceof file transfersbetween“foreground”hosts,acrossfour LEO satellitehops,againstback-
groundWeb-like traffic injectedat variouspointsin thetopology.

systems.

TCP Configuration

We testedtwo TCP variants: TCP with selective acknowledgments(TCP SACK) and
TCPReno,whichcorrespondsto acurrentreferenceTCPimplementation.For theTCPsimulation
configuration,we usedns defaults for all parametersexcept for the offeredwindow size,which
we openedup to a large valueto avoid artificially constrainingthesender, andthecoarsetimeout
interval of 500ms,which is setby default in nsto thenon-standardvalueof 100ms.Sincedelayed
acknowledgmentsarestandardpracticein currentimplementations( to reducethereversechannel
bandwidth),we configuredtheTCPsinksto senddelayedacknowledgments(typically, anACK is
sentfor every two segments).For STP, we setthethresholdon duplicateacknowledgmentsbefore
aUSTAT is sentto three(asin TCP),andweconfiguredtheSTPsenderto sendroughlythreepolls
perRTT, sincesuchapolling interval hasbeenfoundto offer highperformancefor SSCOP[58].

CongestionControl

Topermitafair comparisonof thebasicprotocolperformance,weimplementedawindow-
basedcongestioncontrolpolicy in STPidenticalto thatof TCP;namely, additive window increases
of onepacket perRTT anda multiplicative decreaseby onehalf during thecongestionavoidance
phase,andslow start. For both theGEOandtheLEO topologies,we addedbackgroundWeb-like
traffic which occupied,on average,about10% of the bottlenecklinks. This traffic emulatedac-
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tual WWW usagebasedon empiricaldistributionsof actualtraffic traces.Thepurposewasnot to
heavily congestthenetwork (thegreedybehavior of thecongestionavoidancemechanismsof the
foregroundconnectionsguaranteedthatcongestionwouldfrequentlyoccur)but to addvariability to
thesimulationrunsto breakupany phaseeffects.In theGEOtopology, thebackgroundtraffic was
sentin thesamedirectionastheforegroundtransfer, creatinganoccasionalbottleneckat thequeue
at the ingressof the satellitenetwork. In the LEO topology, the backgroundtraffic wassourced
from multiple groundstationsin differentspotbeams,creatingan occasionalbottleneckat either
theingressor theegressof thesatellitenetwork. In somesituations,discussedbelow, we balanced
the traffic load in eachdirectionby creatinga persistentTCPSACK connectionin the reversedi-
rectionalongwith thesameamountof simulatedWWW traffic, soasto causeperiodiccongestion
lossesin thereversepathaswell.

5.2.2 Bulk Transfer Performanceof STP

Tables5.1 and5.2presenttheresultsof anaverageof 200simulationruns,each60 sec-
ondslong,over theGEOandLEO topologies,respectively. We chose200runsof eachconfigura-
tion in orderto getthesmallconfidenceintervalslistedin thetables.Wecomparedtheperformance
of STP, TCPSACK, andTCPReno,first with foregroundtraffic only andthenwith bidirectional
traffic. Sinceno bit errorswereintroducedon the links, all lossesweredueto congestive losses
inducedby thecongestionavoidancemechanisms.We useda fixedpacket sizeof 1000bytes(in-
cludingTCP/IPor STP/IPoverhead),correspondingto thensdefault. Theperformanceis compared
in termsof forwardthroughputachieved(“goodput”), forwardbandwidthefficiency (ratioof good-
put to totalTCP/IPdatatransferredin theforwarddirection)andreversechannelbandwidthusage.
Weobservedthefollowing:Õ TCP SACK andSTPboth significantlyoutperformTCPRenoin the forward direction,es-

pecially over a long delaypath. This is because(asdescribedin Section4.2.3above) both
TCPSACK andSTPareableto recover multiple lossesin awindow’s worthof datawithin a
singleRTT.Õ BothTCPSACK andTCPRenousemuchmorebandwidththanSTPon thereversechannel
for returningACKs. For all of the simulationsaveragedtogether, STPrequiredroughly 5
Kb/s,while TCPRenoneeded17Kb/sandTCPSACK used21Kb/s.Õ For oneway traffic, STPoutperformsTCPSACK in theGEOcase,in termsof throughput
in theforwarddirection.This is largely becauseof TCPSACK’sdelayedacknowledgments,
which causethe congestionwindow to openup more slowly than if every segmentwere
acknowledged.If theTCPreceiver wereto acknowledgeevery segment,TCPwouldslightly
outperformSTPsinceSTPacknowledgmentsareslightly delayedrelative to the timesthat
packetsarrive. Doingso,however, woulddoubletheusageof thereversechannelbandwidth,
which is alreadyhigh with delayedacknowledgments. Another benefit to STP in a high
bandwidth-delayproductenvironment2 with high lossesis that it reportsthecompletestate
of thereceiver with everySTAT.ú

“Bandwidth-delayproduct”refersto thetotal numberof bits thatcanbe“in thepipe” duringoneroundtrip time of
theconnection.
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Throughput 95%conf. Fwd. 95%conf. Reversebw. 95%conf.
(Kb/s) int. (+/-) efficiency int. (+/-) (Kb/s) int. (+/-)

Oneway traffic, GEO
STP 672.3 20.8 0.938 0.001 2.2 0.03
TCP SACK 594.9 20.5 0.945 0.001 13.2 0.3
TCP Reno 296.5 15.2 0.928 0.003 6.7 0.3

Two way traffic, GEO
STP 595.7 20.2 0.933 0.008 2.0 0.03
TCP SACK 388.4 13.9 0.939 0.001 8.9 0.3
TCP Reno 259.2 12.0 0.922 0.003 6.0 0.2

Table5.1: Performancecomparisonof STP, TCPSACK, andTCPRenoover thesimulatedGEO
topology.

Õ In theLEO case,TCPSACK slightly outperformsSTPin theforwarddirection.We believe
that this is due to STP slowing down its sendingrate in responseto a queueingbacklog
(which increasesits RTT). This is actuallya niceself-regulatingpropertyof thecongestion
controlalgorithm,sincethesendingrateis inverselyproportionalto themeasuredRTT of the
connection.Õ STPoutperformsTCPSACK to a greaterextentwhenthereis two way traffic in thesystem.
We believe that this is due to the effect of ACK compression,which disruptsTCP’s self
clocking behavior. STP is relatively insensitive to theseeffects, and in fact it seemsthat
muchof thereductionin its performanceis dueto thepresenceof thereverse(TCPSACK)
connection’s acknowledgmentsin its forward pathbuffers, effectively decreasingits usable
buffer space.Õ TCPSACK andSTPhavecomparableperformancein termsof forwardbandwidthefficiency.
Although STPhaslessper-packet overhead,the overheadof the threePOLL messagesper
RTT must be amortizedacrossdata; therefore,the efficiency improves as the throughput
improves.Õ Thedifferencein performancebetweentheprotocolswasreducedin theLEO caseascom-
paredto the GEO case.Thereis lessof an advantagein usingTCP SACK insteadof TCP
RenowhentheRTT is smaller.

In summary, whenusing the standardTCP flow control policies in identicalsimulated
satelliteenvironments,STPgenerallyoutperformedTCPSACK andTCPRenoin termsof through-
put while usingmuchlessbandwidthin thereversechannel.Wedid not explorepossibleimprove-
mentsvia furtherfine-tuningof theprotocols.

5.2.3 STPPerformancein a High BER Envir onment

Wenext examinedtheperformanceof STPin a rate-controlledenvironmentin which the
transmitterwasonly constrainedby a maximumsendingrate,but in which the BER wasvaried
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Throughput 95%conf. Fwd. 95%conf. Reversebw. 95%conf.
(Kb/s) int. (+/-) efficiency int. (+/-) (Kb/s) int. (+/-)

Oneway traffic, LEO
STP 1668.2 13.8 0.961 0.001 8.5 0.05
TCP SACK 1715.1 14.5 0.957 0.001 37.4 0.3
TCP Reno 1552.9 11.6 0.957 0.002 33.5 0.2

Two way traffic, LEO
STP 1440.5 13.8 0.960 0.001 8.0 0.04
TCP SACK 1154.2 12.6 0.958 0.001 25.5 0.3
TCP Reno 975.4 15.5 0.957 0.001 21.3 0.3

Table5.2: Performancecomparisonof STP, TCPSACK, andTCPRenoover thesimulatedLEO
topology.

from û�ü�ý"þ to û�ü�ý ÿ . Themodificationto STP’sflow controlto permitthis operationis simple.The
delayedsendtimer canbe regularly scheduledto expire at the rateat which packetsareallowed
into thenetwork. If retransmissionsarequeued,they aresentwith highestpriority in thescheduled
slot; otherwise,a new datapacket is sent. We did not imposerate control on the traffic in the
reversechannel.Figure5.7 illustratesresultsfor a 1 Mb/s connection(1 Mb/s availabletransport
bandwidth),againusing the GEO topology shown in Figure 5.5, but for which bit errorswere
randomlyinsertedon the link. Again, we configuredthe IP packet sizesto be1000bytesfor data
traffic. SincetheSTP/IPoverheadperpacket is 32bytes,theusablethroughputis constrainedto be
968Kb/s at best. Figure5.7 illustratesthat theselective retransmissionmechanismprovideshigh
efficiency evenastheBERdegradessubstantially, andthatthereversechannelbandwidthalsorises
asthe BER increases(dueto the increaseduseof the USTAT message),asshown in Figure5.8.
As theBERdegradesfurther, goodperformancecanbemaintainedby usingsmallerpackets(since
with a BERof û�ü�ý"þ , thepacket lossrateis 55%with 1000bytepackets).Wedid notcompareSTP
with TCPin thiscasesinceTCPhasno facility for explicit ratecontrol.



83

0

0.2

0.4

0.6

0.8

1

1.2

1e-071e-061e-050.0001
Bit Error Ratio

T
h

ro
u

g
h

p
u

t 
(M

b
/s

)

Figure5.7: Simulationresultsof theforwardthroughputperformanceof STPon a 1 Mb/s channel
with avariableBER.
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Figure5.9: Futuresatellitenetworking topologyin whichasatellite-basedhostcommunicateswith
aserver in theInternetthroughasatelliteprotocolgateway.

5.3 Experimental Results

In theprevious chapter(Sections4.2 and4.3), we describeda seriesof network experi-
mentsaimedatcharacterizingtheperformanceof end-to-endandsplit TCPconnectionsin asatellite
environment.In thissection,wecontinuethatseriesof experimentswith a look at theperformance
of STPundersimilarconditions.Thereaderis referredbackto thosesectionsfor adescriptionof the
methodologyusedin thoseandthefollowing experiments.This overall progressionfrom analysis
to simulationto experimentis partof ourbasicresearchmethodologyintroducedin Chapter3.

Figure5.10plots thedifferencein file-transferperformancebetweensplit STPandsplit
TCP(SACK plusNewReno)whenthereis competingshort-delaytraffic in thewide-areaInternet.
For reference,wereproduceFigure5.9above,previously illustratedasFigure4.22in Chapter4, as
adescriptionof thenetworkingtopologyusedin theseexperiments.To permita fair comparisonbe-
tweenthetwo protocols,weimplementedin STPtheidenticalslow start,congestionavoidance,and
exponentialbackoff algorithmsfoundin TCP(themaindifferenceis thatSTPusesbytecounting,
ratherthanACK counting,to build its congestionwindow). In practice,dependingonthebandwidth
managementemployedin thesatellitenetwork, othercongestioncontrolmechanismsmayperform
better. TheTCPdatais reproducedfrom Figure4.23,discussedpreviously in Section4.3. Figure
5.10illustratesthatSTPachievesapproximatelythesameforwardthroughputasTCP, becausethe
forwardthroughputis primarily governedby thecongestionavoidancepolicy. Againwe foundthat
for longRTTs,STP’s throughputis slightly smallerthanTCP’sbecausetheSTPcongestioncontrol
mechanism,in smoothingthetransmissionof new dataover theestimatedRTT of theconnection,
effectively makesthecontrol loop longer. We foundthebandwidthoverheadin theforwarddirec-
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Figure5.10: Comparisonof forward throughputperformanceof split TCPandsplit STP. For fair
comparison,bothTCPandSTPusedidenticalcongestioncontrolpolicies.

tion to be slightly lower for STPthanfor TCP, sincethe per-segmentoverheadreductionin STP
datapacketsmorethancompensatesfor thePOLL traffic. In thereversedirection,illustratedin Fig-
ure5.11,STPusesmuchlessbandwidththanTCP. STP’s reversechannelusagelinearly decreases
with theRTT, sinceweconfiguredthepolling frequency to bethreetimestheestimatedRTT of the
connection.Underthisconfiguration,therefore,theamountof returnbandwidthrequiredis roughly
independentof theforwardthroughput.In bothFigures5.10and5.11,95%confidenceintervalsare
plottedaserrorbarson thedata,althoughtheerrorbarsaredifficult to noticebecausethey arevery
small.

Wealsoexaminedtheperformanceof STPversusthatof TCPandT/TCPfor shorttrans-
fers. Thereis an inherenttradeoff betweenthe user-perceived latency of the connectionandthe
amountof bandwidthusedto returnACKs. To completethe connectionasfastaspossible,data
mustbeACKedregularly andquickly, but this leadsto morepacketssenton the reversechannel.
For long file transferswhenthewindow andbuffersarelarge,datacanbeACKedlessfrequently.
In ourSTPdesign,whenthecongestionwindow waslow (below somethresholdvalue),weconfig-
uredtheSTPtransmitterto sendthelastpacket of every databurstwith a piggybackedPOLL, and
to suppresstimer-drivenPOLL transmissions.Whenthewindow grew above thethreshold,POLL
transmissionswereregularly scheduled.This led to frequentSTAT messages(oneperarriveddata
burst)at thebeginningof connections,but alsoreducedtherelative amountof POLL traffic in the
forwarddirectionandkeptthelatency low. TheoverallSTPbehavior is similar to thatof T/TCPfor
shorttransfers,while for long transferswhenthewindow is large,thereversechannelutilization is
greatlyreduced.In our experiments,we foundthata window thresholdvalueof approximately10
timesthesegmentsizeworkedwell.

Table5.3 illustratesthe relative performanceof TCP, T/TCP, andSTPin termsof both
theaveragelatency andaveragenumberof packets,whendrivenby a traffic generatorbasedon the
HTTP tracedistributionsof [79]. Thedatawerecollectedfrom experimentson a local network in
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Figure 5.11: Comparisonof reversechannelusageof split TCP and split STP, for the forward
transfersillustratedin Figure5.10.

whichthedevicedriversof thehostswereconfiguredto produceaRTT of 600ms,andSTP, T/TCP,
andTCPimplementedstandardTCPcongestionavoidancewith an initial congestionwindow size
of one. Eachtableentry is theaveragelatency of 1000independentrunswith thegivenprotocol.
We observed thatSTP’s performancewasbetterthanTCP’s but slightly worsethanT/TCP’s,both
in termsof averagelatency andaveragenumberof packets per connection.The reasonthat the
numberof packetsrequiredfor anSTPconnectionis higherthanfor T/TCPis because,asdiscussed
above, for smallvaluesof thecongestionwindow, theprotocol“ACKs” (i.e., sendsa STAT) more
frequentlythanevery otherpacket, to reducelatency. However, the reasonthat STP’s latency is
not consequentlylower thanT/TCP’s is dueto its traffic smoothingmechanism:packetseligible
for transmissionarenot sentimmediatelybut ratherpacedout over the estimatedRTT. In short,
thisdataillustratesyetanothertradeoff in protocoldesign,this timebetweensmoothingburstydata
andreducinglatency. For small transfers,STPbehavior could be further tunedto moreclosely
approximateT/TCP operation,althoughwe did not experimentwith this approach.Empirically,
we have observed that Web browsersusing STP over GEO-like emulatedchannelscontinueto
operatewith goodperformancefor reversechannelswith bandwidthaslow as1 Kb/s,while sucha
constrainedbackchannelrendersconventionalTCPunusable.

In addition to laboratorytesting,we experimentedwith the performanceof both TCP
SACK-NewRenoandSTPin commercialnetworks.For theseexperiments,weweusedtheDirecPC
satellitesystemandRicochetpacket radionetworks(introducedin Section3.3),bothof which are
high latency networkswith asymmetricpaths.TheRTT over theDirecPCsystemandbackthrough
theInternetwasroughly375msover12hops.ThebaseRTTs in theRicochetsystemwereroughly
350ms,but becauseof thedeeppacket queuesin theradionetwork, latenciescouldrangeashigh
as15 seconds.In addition,15 network hopswererequiredbetweenthewirelessgateway andthe
machineat Berkeley. Table5.4providesexperimentalresultsfrom severalfile transfersover these
systems.Both networks rely on thewide-areaInternetfor at leasta portionof the traversedpath.
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Avg. latency(s) Avg. packets

TCP 2.0 12.3
T/TCP 1.4 7.3
STP 1.5 9.1

Table5.3: Comparisonof TCP, T/TCP, and
STPperformancefor HTTP traffic. The re-
sults are averagesof 1000 HTTP transfers,
wherethe traffic generatedwas drawn from
an empiricaldistribution basedon tracesde-
scribedin [27].

STP(Kb/s) TCP (Kb/s)

DirecPCfwd. 480 370
DirecPCrev. 2.8 7.6
Ricochetfwd. 28.1 27.1
Ricochetrev. 0.6 0.9

Table5.4: Resultsof file transferexperiments
over the DirecPCDBS systemandRicochet
packet radionetwork. Thethroughputslisted
aretheaveragesof 25 file transfers.The file
sizeswere1 MB for DirecPCand100KB for
Ricochet.

For theDirecPCnetwork, theaverageforward throughputperformancefor STPis betterthanthat
of TCP, andSTPalsouseslessthanhalf of thereversebandwidthrequiredfor TCP. Similarly, STP
doesbetteron averagein thepacket radionetwork. Thepacket buffers in this casearevery deep,
andSTP’ssendingbehavior wassosmooththatweoftenobservedextremelylongqueueingdelays
(15 seconds)built up in thenetwork beforeSTPtook a lossdueto buffer overflow. This behavior
suggeststhatSTP, whenusedin low bandwidthnetworks,shouldbackoff its window growth upon
detectionof lengtheningRTTs. In addition,the fact thatsometransportprotocolscaninducethis
muchqueueingdelayarguesfor the deployment of router-basedcongestioncontrol mechanisms
suchasRandomEarlyDetection(RED) [44] in packet radionetworks[85].

5.4 Summary

In thischapterwehavedescribedthedesignandperformanceof STP, asatellite-optimized
transportprotocolthatcomparesfavorablywith satellite-optimizedTCPfor certainenvironments.
STPinherentlyincorporatesmany of thefeaturesthathavebeenproposedor adoptedasTCPoptions
for improvedsatelliteperformance.STPalsoallowsfor theuseof rate-basedcongestioncontrol,and
becausethereversebandwidthusageis roughlyconstant,STPis well matchedto satellitenetworks
which allocatefixed amountsof uplink bandwidthto users(suchasthoseusingTDMA multiple
access).Onedrawbackof usingSTPwith aheterogeneousclientpopulationis therequirementthat
eithertheendhostimplementSTPor thesatellitenetwork interface(suchasaset-topbox)convert
theprotocolbackto TCP. However, many of thechangesproposedassatellite-friendlyTCPoptions
alsorequireclient-sidechanges;particularlythosedealingwith TCPasymmetry. Finally, sinceSTP
providesthe samereliablebyte-streamserviceasdoesTCP, STPcanbe usedinternally within a
satellitenetwork by applicationsthatarewritten to useTCP.

We experimentedwith simulationmodelsandUNIX kernelimplementationsof STP. A
key requirementof our testswas that the protocolperformancebe measuredin an environment
containingother competingconnectionssharingportionsof the samenetwork path. Under the
samewindow-basedcongestioncontrol policy asusedin TCP, we found that STPdatatransfers
could obtainroughly the sameforward throughputassimilar TCP transferswhile usingup to an
orderof magnitudefewer bytesin the reversedirection; the differencewasmostpronouncedfor
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long file transfers.For shortWeb-like transfers,we found that STPcould achieve a performance
betterthanconventionalTCPandapproachingthatof TCPfor Transactions.Oursimulationresults
alsohighlightedthat STPis lesssensitive to congestionon the reversepath,andillustratedgood
throughputperformancein environmentscharacterizedby BERsaslow as

�����
	
.

This chapterconcludesour investigationof transportprotocol issuesin a GEO satellite
environment.In thenext chapter, we turn our attentionto theproblemof designingpacket routing
protocolsfor LEO satellitenetworks.
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Chapter 6

Packet routing for LEO networks

In this chapter, we studythecorepacket routingdesignproblemfor LEO networks, fo-
cusingin particularon the potentialfor simplifying routing by using geographic-basednetwork
addresses.In Section6.1, we first provide a high-level overview of thosecharacteristicsof LEO
networksthatarerelevantto packet routing,anddiscusswhy andin whatsenseLEO packet routing
is aninterestingproblem.Next, in Section6.2,wedescribethesimulationenvironmentthatwecon-
structedandjustify our choicesfor thevarioussimulationparameterswe neededto configure.Our
simulationmodelsrevealedsomefundamentaldelayperformancecharacteristicsof LEO networks,
which we illustratein Section6.3. Thesebenchmarkresultsareinterestingin their own right but
arealsousefulasa referencefor comparingwith our laterresults.In theremainderof thechapter,
we focuson thepotentialbenefitof embeddinggeographiclocationinformationwithin thenetwork
addressesof userterminals.After first introducinga cellulargeometryin Section6.4,we describe
in Section6.5ourattemptsto constructadistributedroutingprotocolthatmakespacket forwarding
decisionsbasedon suchgeographicinformation.Finally, in Section6.6we examinethebenefitof
usinggeographic-basedaddressesin anetwork thatusescentralizedrouting.

Throughoutthischapter, wemakefrequentreferenceto theIridium and(proposed)Teledesic
satelliteconstellations(first introducedin Chapter1 anddescribedin moredetailin Chapter2), and
usethesetopologiesasthebasisfor ourpacket routingresearch.Iridium andTeledesicarejust two
examplesof aparticularclassof LEO satelliteconstellation–otherconstellationsdesignsarepossi-
ble. Nevertheless,ratherthanexploretheentiredesignspaceof possiblesatelliteconstellations,we
have chosento focuson theIridium andTeledesicconstellationtopologiesasexamplesof feasible
LEO systemsbecausethey representtwo designsthat have beenconsideredcommerciallyviable
from a frequency management(interference),orbital deployment,andeconomicperspective. The
Iridium andTeledesicsystemsaredescribedin [75] and[130], respectively.

6.1 Why is LEO Packet Routing an Inter estingProblem?

LEO networks arean interestingtype of mobile network in that the nodesaremoving
rapidly with respectto the slow moving or fixedusernodes,causingfrequentlink handoffs. De-
spitethehighly time-varyingnatureof thenetwork topology, therearesomesimplifying properties.
First,mostof thetopologychangesof thesatellitemeshitself (asidefromequipmentfailures)canbe
predictedin advance.Second,thegraphtopologyis somewhatregularanddense,leadingto amul-
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tiplicity of similar routesto mostdestinations.Both of thesesimplifying propertiescanpotentially
beexploitedby routingalgorithmsasweexplorelaterin thischapter. Nevertheless,whencompared
with routingprotocoldesignfor terrestrially-basedpacketnetworks,thereareseveralfundamentally
differentdesignobjectivesthatcomplicatethedesign.First, we make theassumptionthatsatellite
hardwarewill continueto bemassandpower constrained,therebylimiting theamountof on-board
memoryandprocessing.Althoughit is truethatadvancesin electronicstechnologieswill continue
to make memorycheaperandlesspower-consumingin futureyears,thesatellitepayloadis still a
verypower-constrainednetwork node,with asmuchpoweraspossibleallocatedto signaltransmis-
sion. We thereforeseekroutingalgorithmsthatarememoryefficient andarenot computationally
intensive. Second,conservation of link bandwidth,particularlyon the links betweengroundand
satellites,is importantbecausea lossof capacityfor usertraffic on theseexpensive links leadsto a
lossin revenueor higherservicecosts.Third, economicfactorslimit thenumberof satellitesthat
canbedeployed in a constellation,andconsequentlycausethecoveragefootprintsof satellitesto
bestretchedthin. For instance,the Iridium system,which uses66 satellites,requiresanelevation
maskof 8.2degreesat theedgeof eachsatellite’s coveragefootprint [105], which is not very high
abovethehorizonandcouldpotentiallyleadto shadowing problems.Systemsthatguaranteedouble
coverage,suchasonedescribedin [142] that leadsto a Manhattannetwork topology, do not seem
likely to bebuilt.

For theabove reasons,operatingtraditionaldistributedroutingprotocolsandusingtradi-
tional meansof hierarchyarenot likely to provide thebestperformance.Distancevectorprotocols
have well known convergenceproblemsin time-varying topologies,andwhile someof the short-
comingshave beenaddressedover theyears(suchastheDUAL protocol[47]), the improvements
comeatacostof complicatingtheprotocol.Link stateprotocolsconvergemuchmorerapidlyupon
topologychanges,at theexpenseof a largeamountof messagetraffic, higherprotocolcomplexity,
androuting computationaloverhead.Of course,eitherdistancevectoror link stateprotocolscan
be madeto work in LEO satellitesystems;the point is that becausesuchprotocolsdo not capi-
talize on the simplifying aspectsof LEO network properties,oneis likely to do betterwith more
specializedprotocols.Furthermore,areahierarchiesasusedin the currentInternetarenot asap-
propriatefor a highly regularnetwork topologywith nodesundera singleadministrative control–
wheredoesonedraw theareaboundaries?Finally, acentralizedroutingsystemmaybepreferredin
thisenvironmentfor a numberof reasonsdiscussedlaterin thischapter.

In summary, the major challengein the designof packet routing algorithmsfor LEO
networks is copingwith both a time-varying topology and constraintson key systemresources,
while trying to capitalizeoncertain(simplifying)propertiesof thenetwork topology. Wehaverelied
heavily onsimulationsof LEO networksto explorethis problem.Therefore,beforepresentingany
resultswe will first describeour simulationmodelandthekey parametersusedtherein.Next, we
will illustratesomefundamentaldelayperformanceresultsin LEO constellationsbeforefocusing
ourattentionin theremainderof thechapteronthefollowing question:How cangeographiclocation
informationaboutnetwork nodesbeusedto simplify packet routing?

6.2 Simulation Model and KeyParameters

In thissection,wedescribein moredetailhow wemodelledthebehavior of theLEO con-
stellationspatternedafter the Iridium andTeledesicconstellations.LEO systemsarecomplicated
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Figure6.1: Exampleof apolar-orbitingsatelliteconstellation(figurereproducedfrom Section2.2).

to modelbecauseof thesheercomplexity of thesystemandbecausemany detailsof suchsystems
arestronglyhardwaredependentandhave not beendiscussedin the literature. We discussin this
sectionthemany choicesfor simulationparametersthatwemade,why wechosethevaluesthatwe
did, andwhetheror notour resultsarehighly sensitive to thesechoices.

Recallthatin Section2.2,wedescribedsomeof themostimportantfeaturesof LEO con-
stellations,andin Section3.2,we introducedthesimulationenvironmentthatwe have constructed
to studyLEO routing. We prefacethe restof thematerialin this chapterby briefly reviewing the
key pointsdiscussedthere.Figure6.1 illustratesa possibleconfigurationfor a polar-orbiting LEO
constellation(modelledaftertheTeledesic288satelliteconfiguration).Thesatellitesorbit theEarth
in fixedcircularplaneswhile theEarthrotatesunderneath.Satellitescommunicatewith oneanother
using intersatellitecommunicationlinks (ISLs). As the figure indicates,threetypesof ISLs can
exist: interplane,intraplane,andcross-seamISLs. Table6.1 againsummarizeskey constellation
parametersfor boththeTeledesicandIridium systems.We shouldemphasizeherethatwhile Irid-
ium hasbeendesignedfor circuit switchingatvery low bit rates,in this chapterweareconsidering
theuseof the Iridium constellationdesignin a hypotheticalbroadbandpacket switchingnetwork.
Also, asof thiswriting, theparametersdescribingtheTeledesicconstellationarelikely to change.

Figure3.2 in Chapter3 illustratedthekey componentsof our extensionsto the �� sim-
ulator to enableit for LEO routingstudies.We usea sphericalcoordinatesystemcenteredon the
Earth’s center, andinserteda positionobject in eachnodethat describesthe node’s positionasa
function of time in this coordinatesystem.Links betweennodesin the simulatorhave a dynam-
ically varying propagationdelaythat is basedon the instantaneousdistancebetweentwo nodes–
whenever a packet mustbesent,bothnodesat theendpointsarequeriedfor their currentposition.
Nodesalsocontaina handoff monitor, describedin moredetailbelow, thatcheckfor opportunities
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Iridium Teledesic

Altitude 780km 1375km
Planes 6 12

Satellitesper plane 11 24
Orbit inclination (deg) 86.4 84.7

Interplane separation(deg) 31.6 15
Seamseparation(deg) 22 15
Elevation mask (deg) 8.2 40

Max. ISLs per satellite 4 8
Cross-seamISLs no yes

Table6.1: Key constellationparametersfor the Iridium andTeledesicsystems.Both systemsare
examplesof polarorbitingconstellations.

to enable,disable,andhandoff links betweennodes,andnodesalsocontaina routing agent for
usein distributedrouting(wealsoimplementedacentralizedroutinggeniefor studyingcentralized
routing).

Beyondthemaintopologicalparameterslisted in Table6.1, thefollowing additionalde-
tails help to morefully describeour models. With respectto the constellationconfiguration,we
madethe following two minor simplifications.First, we did not modeltheminimal orbital eccen-
tricity foundin thetopologies;our orbitswerepurelycircular. Second,wedid notmodelany drifts
in nominalsatellitepositionwith respectto theoriginalconstellationdesign,assuminginsteadthat,
wherepossible,the placementof satellitesin adjacentorbits will be staggeredso asto maximize
groundcoverage(i.e., in Teledesic,wheresatellitesarenominallyspacedat intervalsof 15 degrees
in eachorbit, we offset thepositionof satellitesin adjacentplanesby 7.5 degrees).While sucha
staggeringis optimal,it is unclearwhethersatelliteoperatorswill expendthefuel necessaryto main-
tain thisphasing(bothIridium andTeledesicplanto holdconstanttherelativepositionsof satellites
within a particularorbit, but in the Teledesicsystemthereareno guaranteesof maintainingany
phasingbetweensatellitesin differentplanes).

Iridium satellitesareconnectedto their four nearestneighbors:two satellitesin thesame
orbital plane,andoneeachin theadjacentplanes.Satellitesalongthecounter-rotatingseamonly
have threeactive ISLs if cross-seamISLsareturnedoff (in oursimulator, wecouldalsoselectively
enablecross-seamISLs for the Iridium topologybut generallyexperimentedwithout them). It is
only thecross-seamISLsthatrequiresatellitehandoffs, sincetheintraplaneISLsarestaticlinks,and
theinterplaneISLsonly needto bedeactivatedandreactivatednearthepoles.TheTeledesicsystem
connectsto eightnearestneighbors:the four closestsatelliteswithin thesameplane,onesatellite
eachin the two adjacentplanes,andonesatelliteeachtwo planesaway. At the counter-rotating
seam,only oneISL is active acrossthe seamandthe otheris usedto acquirethe next satelliteto
behandedoff to. We configuredtheGSLsto befull duplex links at 1.5 Mb/s (i.e., we considered
a broadbandversionof the Iridium system),and the ISLs to be 155 Mb/s for Teledesicand 25
Mb/s for Iridium. The exact valuesof thesebandwidthswerenot importantsincewe wereonly
consideringaminimalamountof traffic. Figures6.2and6.3illustratesnapshotsof satellitepositions
andactive intersatellitelinks for Iridium andTeledesic,respectively. Theplotsweregeneratedby
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Figure6.2: Snapshotof theIridium constellation,illustratingactive ISLs.

outputtingsatelliteandlink positioninformationandthensuperimposingthedataon a rectangular
mapprojectionobtainedfrom theXeroxPARC MapViewer. Notein theIridium topologythelack
of cross-seamISLsandtheabsenceof interplaneISLs in thehigh latitudes.

Variouspoliciesfor performinghandoffs betweennetwork nodesarepossible–theexact
choiceof handoff mechanismis sensitive to the satellitehardware capabilities,and Iridium and
Teledesichave not publicly revealedtheir techniques.We implementedboth asynchronousand
synchronoushandoffs asdescribedabove in Section2.2.1.Asynchronoushandoffs betweenground
terminalsandsatelliteswork asfollows. Eachterminalperiodicallycheckswhetherthe satellite
that is servingit hasdroppedbelow the elevation maskfor the terminal. In our simulations,we
performedthis checkevery ten seconds,on average(we addeda randomdither to the timeout
interval sothatit wouldvarybetweenfiveandfifteenseconds);wedid not regardtheexactvalueof
this timeoutparameterasbeingcritical, althoughtoo smallof a choiceleadsto slower simulations.
Uponchecking,if theterminaldiscoversthat thecurrentsatellitehasdroppedbelow theelevation
mask,theterminalsearchesfor anothersatellitethatis above themaskandconnectsto thefirst such
onefound. The techniqueof synchronoushandoffs assumesthat topologychangesoccuronly at
certaintimes–our simulatorcanalsobeconfiguredsuchthatall nodesperforma topologycheck
synchronously(asweexplorelaterin thischapter).

We next describetwo simulationparametersthat are highly dependenton the antenna
steeringcapabilities. InterplaneISLs aredeactivatedwhenever oneor both satellitesareabove a
given latitudethreshold. We typically set this thresholdto 70 degrees,sinceanalysisby Werner
indicatesthatIridium shouldbeableto maintainISLs between60 degreesnorthandsouthlatitude
[140], anda Motorolapatentby RahnemaclaimsthatanIridium-like constellationis ableto keep
theselinks active up to 68degreeslatitude[116]. AlthoughweconjecturethatthedenserTeledesic
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Figure6.3: Snapshotof theTeledesicconstellation,illustratingactive ISLs.

constellationmaybe ableto steerthesebeamsbeyond a 70 degreelatitude,we have no evidence
to supportthis. Handoff agentson boardthesatellitesmonitor for this occurrenceaswell (again,
we checkevery tensecondson average).Finally, cross-seamISLs cannotbemaintainednearthe
pointswherethe counter-rotatingplanesintersect;in our simulations,we deactivatedtheseISLs
whenever thesatelliteswerewithin eightdegreesof longitudeof oneanother. More informationin
thepublicdomainabouttheantennasteeringcapabilitiesof ISLsis neededto maketheseparameter
guessesmoreaccurate.Wewill havemoreto sayabouttheseparticularparameterswhenwediscuss
geographic-baseddistributed routing, but in general,we found that our resultswere not highly
sensitive to thesetwo parameters.

Sinceour studieswere focusedon fundamentalrouting and propagationdelay perfor-
mancemeasurements,we simplified our simulations(anddramaticallyimproved simulationrun-
time)by notmodellingadditionaldelaysdueto multipleaccesscontention,framing,andlink layer
protocols,nordid weconsiderqueueingdelaysin thenetwork dueto heavily loadedlinks. Wealso
did not modelor experimentwith link outagesor errorsdueto terrainor sunoutages,propagation
impairments,or thermalnoise.Our rationalefor thesesimplificationswasthat,while investigating
the potentialfor network load balancingthroughrouting is a goodcandidatefor future research,
oursimulationson thefundamentalroutingpropertiesof LEO networksdid not requirethelevel of
detail thatwouldhave resultedfrom modelingall of theparameterslistedabove. Nevertheless,the
simulatorallows for suchadditionalmodelsto beinsertedfor futureresearch.

In summary, wehave describedanumberof systemparametersthathave implicationson
routingarchitectures.We will elaboratemoreon theimplicationof someof theseparameterslater
in this chapter.
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Figure6.4: Scatterplot of theone-waydelayexperiencedby 10,000differentpingsbetweenrandom
locationson the Earth’s surface,when global min-delayshortestpath routing is used(Teledesic
constellationconfiguration).

6.3 BasicPerformanceResults

The basicpacket delay performanceof modernLEO satelliteconstellationshasnever
beenthoroughlydescribedin the literature. In this section,we quantify typical delayprofilesthat
might be seenby usersof futureLEO networks. The resultsareusefulin understandingthe fun-
damentalperformancecharacteristicsof suchnetworks,andwill alsoserve asbenchmarksfor our
laterevaluationof geographicrouting.

6.3.1 DelayProfiles

Oneof theadvantagesof LEO systemsoverGEOsatellitesis thereductionin propagation
delaybetweentheEarthandsatellite.Althoughtheend-to-endlatency canoftenbereducedfrom
a quarterof a secondto tensof millisecondsby usinga LEO system,thedelayin a LEO systemis
inherentlyvariable.Our first experimentswith our LEO network simulatorweredesignedto study
thisdelayvariability.

Figure6.4 is ascatterplot of theend-to-enddelayexperiencedby 10,000differentsingle
packet exchanges(“pings”) usingtheTeledesicsystem.This simulationwasdesignedto illustrate
the rangeof end-to-enddelaysthat usersof thesesystemsmight experience. In the simulation,
which ran for 20,000secondsof simulationtime, we repeatedthe following stepsevery two sec-
onds.Wefirst selectedtwo pointsat randomon theEarth’s surface,andinstantiateda link between
eachterminaland the first eligible satellitefound (a satellitewasconsidered“eligible” if it was
above the terminal’s elevation mask). We thenconfiguredoneof the terminalsto senda packet
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Figure6.5: Histogramof valuescorrespondingto Figure6.4.Fewerthan1%of thedelaysexceeded
100ms.

to the other, andmeasuredthe one-way delay. The LEO systemuseda centralizedshortest-path
routingalgorithmbasedon minimizationof thecurrentpropagationdelayof eachlink– theroutes
werecentrallycomputedandinstantaneouslyloadedinto eachnodein thesimulator. Althoughthis
methodof routingviolatesthespeedof light limitation, it representsanupperboundon theachiev-
ableperformanceof a routing algorithmdesignedto obtainshortestpaths. The distanceplotted
is the greatcircle distancebetweenthe two terminals. The figure illustratesthat the end-to-end
propagationdelayin the Teledesicsystemis usuallybelow 100 ms if shortestpathroutescanbe
found (fewer than1% of our datapointsexceeded100 ms,asillustratedby thehistogramshown
in Figure6.5). Also, independentof thedistancebetweenthetwo terminals,a usermayencounter
anend-to-enddelaythatcandiffer by roughly30 ms,dependingon theparticularconfigurationof
thesatelliteconstellation.This performancerepresentsa lower boundon theachievabledelayand
delayvariability thatcanbeprovidedby aLEO satellitenetwork.

Theabove routesweredeterminedby consideringthe instantaneouspropagationdelays.
We obtainslightly different,suboptimalresultsif we computeshortestpathsbasedon minimizing
thehopcount,ratherthanpropagationdelays.In thiscase,asillustratedin Figure6.6for anidentical
setof terminallocationsasplottedin Figure6.4,theperformancehasthesamelowerboundbut there
is a bit morespreadandsomeoutliers. We will explore thedifferencebetweenthesetwo routing
metricsa little laterin thissection.

Finally, Figure6.7 illustratesa similar delay scatterplot for the Iridium constellation,
were it to includecross-seamISLs (we have includedthemherefor comparisonpurposes).The
delayperformanceof this constellationis similar to that of Teledesic(Figure6.6) in termsof the
lower bound,but the Iridium constellationexhibits highervariability due to the sparsersatellite
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Figure6.6: Scatterplot of theone-way delayexperiencedby 10,000differentpingsbetweenran-
domlocationson theEarth’s surface,whenglobalmin-hopshortestpathroutingis used(Teledesic
constellationconfiguration).

coverage.
Anotherway to observe thedelayvariability is to examineplotsof a singlesessionover

a long periodof time. Figure6.8 plotsend-to-enddelayperformancebetweena terminallocated
in New York andonein SanFranciscoover thecourseof oneday. The datapointsarethe delay
experiencedby apacketsentevery60seconds.Theend-to-enddelayvariesoverarangeof roughly
23-60ms. Over an 11,000secondtimespanbeginning at time 57,600,the delayis noticeablyin-
creased.Even thoughthe Teledesicconstellationthat we have consideredusescross-seamISLs,
therearecertaininstancesin themid-latitudeswherethey cannotbeeasilymaintained;wewill dis-
cussthisphenomenonin greaterdetailin Section6.5. At a smallertimescale(Figure6.9),it canbe
seenthatthedelaychangesslowly asthesatellitesmovewith respectto oneanother, while handoffs
somewherealongtheroutecauseastepchangein thedelayof upto 8 ms.Suchchangesmaycause
packet reorderingwithin the network. Although we did not experimentwith the performanceof
TCPconnectionsoversuchpaths,first-ordercalculationssuggestthattheamountof packet reorder-
ing dueto thesedelaychangesshouldnot triggerfalsefastTCPretransmissionsfor low to modest
transmissionrates.1

A similar plot betweenthe sametwo terminalsfor the Iridium constellationis morein-
teresting(Figure6.10). SinceIridium doesnot employ cross-seamISLs, whenever the seamlies
betweenthetwo endpoints(whichhappenstwice daily), thepacketsmustberoutedover thepoles,
causinga large increasein delay. Moreover, if a sessionis active acrossthis seamat the critical
handoff, the stepincreaseor decreasein latency will be around60 ms, which cancausea large�

For a1 Mb/ssessionwith 500bytepackets,a8 msdelaydecreasecouldcauseat most2 packetsto bereordered.
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Figure6.7: Scatterplot of thedelayexperiencedby 10,000differentpings,whenglobalmin-delay
shortestpathroutingis used(Iridium constellation).

amountof packet reordering.This kind of delayvariability is inherentin a constellationthatdoes
notusecross-seamISLs,andin thecaseof Iridium, thestepchangecanbeaslargeas90ms.Even
without the increaseddelayat thecounter-rotatingseam(presumingthatcross-seamISLs arepos-
siblein sucha constellation),Iridium exhibitsmuchmoredelayvariability thanTeledesic,with the
delayvaryingfrom 20to 75msin muchlargerdiscretesteps.Thisis adirectconsequenceof having
fewer satellitesin theconstellation,sinceevery routingchangethatresultsin a differentnumberof
satellitehopsalsochangesthepathlengthby asignificantamount.For example,in Figure6.10,the
clusterof pointsaround20msis dueto thepathonly traversingtwo satellitehops,while thecluster
of pointsaround80msresultsfrom certaininstancesin timewhenfivesatellitehopsarerequired.
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Figure6.8: DelayvariationbetweenNew York andSanFranciscoover thecourseof oneday, for
theTeledesicconstellation.
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Figure6.9: A view of thepreviousplot at a smallertimescale.End-to-enddelaysarecharacterized
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theIridium constellationwithoutcross-seamISLs.
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Figure6.11:Averageandmaximumdelaydifferencebetweenmin-hopandmin-delayshortestpath
routing,asa functionof thegreat-circledistancebetweenterminals(Teledesicconstellation).
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Figure6.12:Averageandmaximumdelaydifferencebetweenmin-hopandmin-delayshortestpath
routing,asa functionof thegreat-circledistancebetweenterminals(Iridium constellation).

6.3.2 Routing CostMetrics

In globalshortestpathcomputations,delayandhopcountaretwo commonlyminimized
metrics.In thesatellitemesh,aminimizationof hopcount,while potentiallysimpler, is suboptimal
becausethelinkshavedifferentpropagationdelays(shorternearthepoles).Tostudythedegradation
incurredby usinghopcountsinsteadof delayasthecostmetric,weransimulationsfor two identical
setsof source-destinationpairs(again,10,000pingswith the endpointsselectedat random),with
thesimulatorconfiguredto computeglobalshortestpathsbasedon link propagationdelays(min-
delay)on onehand,andhop counts(min-hop)on theother. We thencalculatedthedifferencein
delayexperiencedfor eachping. Figure6.11plots,asa functionof the numberof satellitehops,
theaverageandmaximumdelaydegradationfrom usingmin-hopinsteadof min-delayroutingfor
aTeledesic-like constellation,while Figure6.12plotsthesevaluesfor anIridium-like constellation,
againassumingthepresenceof cross-seamISLs. Theerrorbarsaroundtheaveragevaluesrepresent
onestandarddeviation.

Although on averagethe penaltyfor usinghop countasthe routing metric is generally
below 10 ms, the maximumdifferencecanbe quite high. Theseoutliersweredue to particular
configurationsin theconstellationwheretherewerea multiplicity of minimumhoppathsthrough
the mesh,someof which usedmore(shortdelay) links in the low latitudes,andsomeof which
usedmore(longerdelay)links in thehigh latitudes.In theseoutlier cases,theminimumhoppath
thatwasfoundfirst wasonethat includeda lot of low latitudesatellites.Figure6.13illustratesan
example(usingtheTeledesicconstellation)of how two routeswith thesamenumberof hopscan
have very differentend-to-enddelays.Anotherinterestingfeatureof thedatais that themaximum
andaveragedelaydifferencedecreasesfor thevery largestdistances.Furthermore,thedifference
betweenmin-hopandmin-delaypathsin theIridium systemarenotaslarge,becausetherearefewer
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satellitesandhence,fewer candidatepathsto choosefrom.

6.4 GeographicAddressingand Cellular Geometry

Theresultspresentedin theprevioussectionillustratethedelayperformanceof theLEO
constellationsusinganomniscient,centralizedroutingagent,runningshortest-pathalgorithms,that
immediatelyupdateseachnode’s forwardingtableupona topologychange.As such,theseresults
essentiallyboundtheachievabledelayperformancein theseconstellations.However, sucha cen-
tralizedroutingsystemcarrieswith it acost;namely, ahighamountof traffic for routingupdateson
thegroundto satellitelinks of thesystem.In theremainderof this chapter, we explorewhatkinds
of routing algorithmsare possibleif we try to capitalizeon the predictableand (nearly) regular
topologyof LEO networks. In this section,we first introducegeographicaddressingasa potential
techniqueto achieve betterroutingscalability. We concludeby evaluatingalternativesfor cellular
geometrieson the Earth’s surface. In the remainingsectionswe will thenexplore two particular
routingdesignsbasedongeographicaddressingandthecellulargeometrythatweselect.

6.4.1 GeographicAddressingand Mobility

Geographic-basedaddressing(i.e., including somerepresentationof a terminal’s geo-
graphiclocationaspartof its address)is a naturaladdressinghierarchyfor a LEO satellitesystem
becauseterminalsthatarelocatedcloseto oneanotherarelikely to have their packetsroutedin a
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(a)Rectangularmapprojection (b) Regulartessalationof octahedron
(from theXeroxPARC MapViewer) (from [35])

Figure6.14:Alternativesfor dividing theEarth’s surfaceinto cells.

similarway. Weconsiderthepossibilitythateachterminalis assignedauniqueaddressthatconsists
of a portion(for conceptualpurposes,a “prefix”) thatrepresentsthecurrentgeographiclocationof
the terminal,anda portion that is globally uniqueto the terminal. The geographicportion of the
addresscanbe dynamicallychanged.The uniqueportion of the addressis staticandcanbe, for
example,anIP address.

If a terminal changesits geographiclocation, the prefix can be dynamicallyupdated.
Determinationof a changein geographicprefix can be relatively straightforward– if the change
is semi-permanent,a postalcodeor GPScoordinatemay be usedto determinethe new prefix.
Alternatively, satellitescould be configuredto broadcaston a beacona list of legal prefixesfor a
given spotbeam,anda terminalcould pick from amongthe set if its prefix wasno longervalid.
However, simply updatingtheaddressis not sufficient; sometypeof mobility mechanismmustbe
implementedatthenetwork layerfor othernetwork nodesto communicatewith themobileterminal,
This couldbeembeddedin thesatellitenodesthemselvessimilar to themobileIP solution[95], or
could be implementedin a mobility databaseupdatedby the mobile terminalsthemselves. The
exacthandlingof terminalmobility is notcentralto ourresearch;wemerelypointout thatpotential
solutionsexist andcouldbethesubjectof futureresearch.

6.4.2 Cellular Geometry

If we chooseto representa terminal’s geographiclocationby a finite setof addressbits,
weareimplicitly requiringsomekind of cellularstructureontheEarth’ssurface.Therearenostrict
requirementson thecell size; i.e., theredoesnot have to bea precisematchbetweenthecell size
usedfor addressingand the radiationfootprintsof the satellites. Large cells have the benefitof
requiringfewerbits to representtheaddressand,to theextentthataggregationis successful,require
fewer routing table entries. However, larger cells are lessflexible in composingfootprint-sized
regionsin anEarth-fixedcell system,becausethegranularityof wherethefootprintboundariescan
occurbecomestoo coarse.Furthermore,cellsat theperimeterof a footprint areamayhave some
of theterminalsservedby neighboringsatellites.Thismeansthatterminalsin suchcellscannotbe
aggregatedandmustbe individually representedin multiple satellites’routing tables. We do not
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Figure6.15:A cellulargeometryconsistingof roughlyequal-sizedtrapezoidalcells[118].

explorethesetradeoffs in detailbecausethey arelargely system-dependent.Instead,we focusedon
cell sizesthatcorrespondroughlyto the“supercell”sizesin theoriginalTeledesicproposal(roughly
160by 160km).

We consideredthreealternativesfor a cellulargeometry. Thefirst, a regularsquaregrid
superimposedonarectangularmapprojection(Figure6.14a),lendsitself to aneasyconventionfor
addressingcells;in particular, cellscanbenumberedin suchamannerthatsimplebinaryarithmetic
operationscanbeusedto computeroughdistanceestimatesbetweenthetwo cells. It hasthedraw-
back,however, of non-uniformcell sizesandseveredistancedistortionathighlatitudes.Thesecond
technique,a tesselationof a regularpolyhedron(Figure6.14b)suchashasbeendevelopedby GIS
researchers[35], exhibitsmuchlessdistortionbecausethemappingis largely invariantto theposi-
tion ontheglobe.However, it is difficult to numbertheresultingcellsin suchamannerthatdistance
computationsbetweencellsarestraightforwardandgeographicallycontiguouscellscanhave their
addressesaggregated(in particular, sucha tesselationdoesnot lend itself easilyto mapppingonto
a lattice).A third techniqueis to useacellulargeometryasdescribedby RestrepoandMaral [118].
ThisapproachdividestheEarth’s surfaceinto anumberof roughlyequal-sizedtrapezoidalregions,
asshown in Figure6.15,andhasthebenefitof beingeasilynumberedin two dimensionswithout
suffering from the distortionsof a rectangularmapprojection. First, the surfaceis divided into a
numberof latitudinalbandsof uniform height. Second,eachlatitudinalbandis subdivided into a
numberof trapezoidal(almostsquare)cells. Fewer cellscanbefit into latitudinalbandsat higher
latitudes,but aslongastheconstraintof anintegernumberof cellsis satisfied,thecellsatdifferent
latitudebandsareroughlythesamesize.Thecell structureis terminatedat eachpolewith a polar
cap.If wedefine128latitudebands(includingtwo polarcaps)andamaximumof 256cellsin each
band,we obtaincells that areroughly the samesizeasthe ”supercells”in the original Teledesic
proposal[18]. We selectedthethird techniquebecauseit is well suitedto a cell numberingscheme
thatwe considerbelow in Section6.6. In theremainingsections,our descriptionsof anunderlying
cellulargeometrywill referto this third technique.
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6.5 Designand Evaluation of a Distributed Routing Protocol

In thesimulationresultspresentedin Section6.3, all satellitenodeshadaccessto com-
pletetopologyinformationsothat they couldgenerateexplicit shortestpathrouteson demand.In
practice,eitherthis topologyinformationmustbepresentatall nodes,or it mustbepresentatsome
centralizedcontrolstationthatperiodicallyuploadscompleteforwardingtablesto eachsatellite,or
approximationscanbemade.In thissection,weexploreonesuchapproximationthathasbeenpre-
viously proposedin the literature:whethera geographic-basedaddressingschememaybeusedin
adistributedroutingsystemby allowing localpacket forwardingdecisionsto bebasedon reducing
somedistancemeasureto thedestination.

6.5.1 Overview

Performingpacket routing by usinggeographicinformationembeddedin the addresses
is basedon thehypothesisthat, in a LEO systemwith a regularmeshtopology, a seriesof locally
optimal forwardingdecisions(namely, routing to the neighboringsatellitethat most reducesthe
distanceto the destination)will yield a route that is closeto optimal when comparedwith the
globallyoptimalroute.Eachforwardingdecisionis basedonreducingsomemeasureof thedistance
to thedestination:asatellitewith apacketto routefirstdeterminesits distanceto thedestination,and
thendeterminesthedistancefrom eachof its immediateneighboringsatellitesto thedestination.It
is assumedthatlocationinformationfor asatelliteandits immediateneighborsis readilyavailable,
andthatdistancescaneitherbecomputedon-demandvia binaryarithmeticor lookedup in a table.
A satellitethenroutesa packet to the neighboringsatellitethat most reducesthe distanceto the
destination.Althoughthis routingstrategy hasbeenpreviouslyproposedin theliterature[124, 55],
it hasnotbeenworkedoutfully.2 In thissection,wedescribeoureffortsto baseadistributedrouting
protocolon thisstrategy, andthechallengesthatweencounteredin doingso.

Oneconceptthathasappearedin theliteratureis thatof definingsatellite“virtual nodes”
to simplify routing [84]. The key ideais to adda level of indirectionto the systemby assigning
fixed portionsof the Earth’s surfacea logical address.Then,by using the Earth-fixed cell tech-
niquedescribedabove in Section2.2.1,a satelliteembodiesthevirtual nodeabove this fixedEarth
footprint for the durationof time that it is servingthat footprint. Carriedto the extreme,a static
logicalnetwork canbedefinedasexemplifiedby Figure6.16,andnodynamicroutingneedbeper-
formed. However, this extremecaseimplies a one-to-onemappingbetweenterminalsin a given
cell andthe currentsatelliteservingthe cell, which will leadto a decreasein systemavailability
for the following reasons.First, terminalsat the very edgesof thesefixed footprintsmay often
find thatthey couldreceive bettercoveragefrom thesatelliteservingtheneighboringfootprint than
from the satelliteto which they areforcedto connect.Second,therewill be occasionswhenthe
satelliteservinga fixed footprint will be in thesameline of sightasthesunandcommunications
are impossible(this is known asa “sun outage”). Unlessneighboringsatellitescan train a spot
beamonthis locationfor thisperiodof time,thesystemwill becomeunavailable.Third, sinceuser
densityis highly non-uniformaroundtheglobe,it will beadvantageousfor neighboringsatellites
to trainadditionalspotbeamson regionsof highdensity(althoughwedonot considersuchsystem�

We know of onecurrent,commercial,packet radio network (Ricochet)that usesgeographicinformationto route
packetsfrom poletopradiosto a gateway station;however, the network topologyover which this is usedis static,and
routingaroundcongestednodesis notperformed.
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Figure6.16: A logical network topology:fixedzoneson theEarth’s surfaceareassigneda logical
address,andasatelliteservingaparticularzoneembodiesthelogicalnodeservingthatregion(from
[84]).

optimizationsherein). Oncetheone-to-onecorrespondencebetweenterminalandsatellitevirtual
nodeis broken,sometypeof dynamicroutingbecomesnecessary. Nevertheless,thesatellitevirtual
nodeconceptis usefulif onerelaxestheconstraintthatthefootprintsbefixedontheEarth’ssurface.
If a satellitefootprint canbedecomposedinto multiple smallercells, then“semi-fixed” footprints
(fixedfor somefinite amountof timebeforeahandoff is needed)canbecomposedof thesesmaller
cells suchthat systemavailability is maximized(i.e., the boundariesof the Earth-fixed footprints
candynamicallychangeasneeded).

As we discussin the next section(Section6.6), a routingarchitecturebasedon central-
izedroutingmaybepreferredto onebasedon distributedroutingfor several reasons.If, however,
geographic-basedrouting were to be simpleand robust enoughto be easily deployed in a LEO
system,thenit would have certainadvantagesover centralizedrouting;namely, a reductionin the
amountof messageoverheadbetweenthe groundandsatellites,andsmallerrouting tables. We
thereforewereseekingto explore this routing conceptfurther by designinga robust, distributed
routingprotocolsimpleenoughto beanattractive optionwhencomparedwith centralizedrouting.

6.5.2 Construction of a Distributed Routing Protocol

In this section,we describeour constructionof a distributed routing protocolbasedon
the above hypothesisandevaluateits performance.We first describethe basictechniqueandour
performancemetrics.Conceptually, thedistributedgeographicroutingprotocolis straightforward,
but in applying the conceptto real constellationswe requiredcertainenhancementsfor correct
performance.We describetheseenhancements,which include supplementingthe protocolwith
locally-scopedshortestpathinformationarounddestinationsandspecialhandlingof packetsin the
high latitudes.Finally, wediscusstheperformanceof thisoverall routingstrategy.

We implementedthe basicprotocol in the ns simulator. Specifically, we assumedthat
eachsatelliteknew thecell thatcontainedits nadirpoint,andthecorrespondingnadir-pointingcells
of all of its neighboringsatellitesto which it hadactive ISLs. Whena satellitereceived a packet
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for a destinationterminalthatit did not serve, it computedthegreat-circledistancefrom thecenter
of its cell to the centerof the destinationcell, andlikewise computedthe distancefrom all of its
neighboringsatellitesto thedestination.If oneor moreneighboringsatelliteshadasmallerdistance
to thedestination,thesatelliteforwardedthepacket to thesatellitethatmostreducedthedistanceto
thedestination;otherwise,thepacket wasdropped.

Weevaluatedtheroutingprotocolperformanceusingthefollowing approach:we repeat-
edly picked two pointson theglobeat random,andtried to routetwo packetsbetweenthem. The
first packet wasroutedusinga global shortest-pathalgorithmbasedon minimizationof theprop-
agationdelayof the route. The secondpacket was routedvia the distributed protocolbasedon
geographic-basedpacket forwarding. We wereinterestedin two performancemetrics: the robust-
ness, asmeasuredby the ability to avoid routing “dead-ends”(andhencepacket drops),andthe
delaydegradationof thegeographically-based routeascomparedwith theoptimalroute.Wethere-
forecalculatedthedelayexperiencedby bothpacketsif theroutingwassuccessfulfor bothpackets,
andnotedany routing failuresfor packetsusingthedistributedrouting failure (thepacketsrouted
by usingglobally-optimalshortestpathswerenever dropped).We choseto simulatea largesetof
randompointsratherthanuseanexhaustive combinatorialsearchbecausethelatterwouldhave re-
quirecheckingfor successfulroutingfrom eachcell to everyothercell (an ��������� operation,where
� is on theorderof 20,000)at eachpoint in time (or a setof discretepointsin time for which the
topologyis assumedstaticfor a certaintime interval). Unfortunately, this discretizedstatespace
is very large for commerciallyproposedtopologies,andthe exhaustive searchis computationally
infeasible.Nevertheless,asweshow below, usingalargenumberof randomtrialswassufficient for
evaluationpurposesbecauseit exposedanumberof weaknessesin theapproach.

Regardlessof thedelayperformance,a fundamentalrequirementof our protocolwasro-
bustness,or the avoidanceof droppedpackets due to routing dead-ends.As we describein the
following threesubsections,we encountereda numberof difficulties in achieving this robustness.
First, in a polar-orbiting constellation,geographicroutingfrequentlybreaksdown very neara des-
tination. Second,in the polar regions, the regular meshtopology is disrupted,againleadingto
dead-ends.Finally, at the counter-rotating planes,the geometryof the orbits causesa large tear
in the meshtopology. The next threesubsectionsdescribeour efforts to engineeraroundthese
problems.

Locally ScopedShortestPath

In a perfectly regular meshtopology in which destinationterminalswere always con-
nectedto theclosestsatellite,geographic-basedpacket forwardingwouldneverresultin adead-end.
However, sinceLEO satellitestypically have overlappingfootprints(sincecoverageredundancy is
inherentin polar-orbiting constellations),the geographicforwardingmay breakdown, ascanbe
seenby the exampleshown in Figure6.17. In the figure, a packet routedfrom � (connectedto
satellite � ) to � (servedby satellite � ) proceedsvia geographicroutingto satellite� . At this point,
however, satellite � cannotroutethepacket to any of its neighboringsatelliteswithout increasing
the distanceto the destination.By forwardingto a satellitethat increasesthedistanceto the des-
tination,we openthe possibility for a routing loop to be formed,andalthoughtechniquescanbe
usedto preventpacketsfrom beingforwardedbackto a previously visitednode(suchasencoding
the historyof the traversedroutein the packet header),we still cannotguaranteethat a packet so
forwardedwill eventuallyfind theright egressnode.
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Figure6.17:Hybrid routingstrategy basedongeographicpacket forwardingfor distantdestinations
andlocally-scopedshortestpathrouting for local destinations.The figure denotesa subgraphof
the satellitemeshanda hypotheticalpacket trace. A packet sourcedat � is forwardedbasedon
geographicinformationto thesatellitenumbered� . Satellitesuseshortest-pathroutinginformation
to completetheroutingto destination� , which is servedby satellite� .

Our solutionwasto usea locally-scopedshortestpathalgorithmto completethepacket
forwardingprocesscloseto the destination.We implementeda basiclink-stateroutingalgorithm
suchasis describedin [109]. Insteadof floodingeachlink statepacket (LSP)to every node,how-
ever, wefloodedanLSPonly asfarastheroutingradiusfor agivensatellite.Theroutingradiuswas
determinedsuchthatit coveredeverypossiblesatellitethatcouldpotentiallyserve thedestination–
typically two hopswassufficient for theIridium constellation,andtwo or threefor Teledesic.The
floodingprotocolmakesuseof packet numbersto suppresstransmissionof duplicates.Eachsatel-
lite thereforehadamapof asubgraphcenteredon itself. Whencomputingroutes,thesatelliteused
only thoseLSPsfor which it hadrecords,andcomputedroutesonly asfarasits own routingradius.
In otherwords,evenif a satellitehadtheLSPsavailableto computeroutesto a destinationfurther
awaythanits routingradius,it did notdoso(becauseeachsatelliteis only ableto guaranteehaving
currentLSPsfrom a numberof hopsaway equalto theroutingradius).Theroutingradiuscanbe
controlledby a TTL field in theroutingprotocolheader. As anexample,Figure6.17illustratesthe
casefor which the routingradiusis two hops,andthedashedboundaryaroundsatellite � denotes
thoselinks andnodesthat areusedin satellite � ’s routing computations.The protocol therefore
requiresa hybrid approachthat usesgeographic-basedpacket forwarding to get a packet in the
vicinity of a destination,andshortestpathrouting to finish the final few hopsto the destination.
Suchasolutionis alsorecognizedby MaugerandRosenberg [84], in thattheauthorsproposeto re-
solve theinherentlast-hopambiguityaroundadestinationby floodingthisconnectivity information
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with neighboringsatellites.However, they do not discusshow to make useof this informationin a
routingalgorithmor how far to propagatethis informationaroundthedestination.Wewouldprefer
to avoid apurefloodingapproachbecauseof thebandwidththatit would require.

Let usdiscusstherobustnessandcomplexity of this approach.In general,routing loops
can form whenever nodesmake routing decisionsbasedon inconsistentinformation. Transient
loopsarepossiblein any dynamictopology, but we canstill strive for a protocolthatconvergesto
correctroutesin finite time afterany topologychange.In our case,sinceall routing information
is locally-scoped,eachnodehasa slightly differentview of thenetwork topology, which canlead
to the following problems.First, if differentnodeshave differentroutingradii, it maybepossible
for stalerouting informationto persist.For example,considersatellite � with a routing radiusof
two hopsandsatellite � with a radiusof threehops,andassumethatsatellite � is initially within
two hopsof satellite � . If the topologychangesandsatellite � movesto threehopsaway from
satellite � , satellite � ’s LSPswill no longerreachsatellite � . However, satellite � canstill route
to (andthrough)satellite � basedon satellite � ’s LSP becausesatellite � is within satellite � ’s
routingradius.Second,wemustpreventtheoccurrenceof routingloopsthatcouldform if apacket
entersa locally-scopedroutingradiusof a destinationandis somehow subsequentlyforwardedto
a satelliteoutsidethe routing radius. Third, it is well known that if differentnodesusedifferent
routingmetrics(suchasdynamicallyadaptingto congestionbasedon local information),loopsare
possible.This last problemis a generaldynamicroutingproblemandcanbe avoidedby making
surethatall nodesusethesameroutingmetricandhave up-to-datelink costs.

The key to avoiding suchrouting loops is for eachnode,whenconstructinga path, to
considertheroutingradii of all of thenodesalongthepath,andto ensurethatstaleroutinginforma-
tion is successfullypurgedfrom eachnode.Thefirst goalcanberealizedby requiringsatellitesto
advertisetheir own routingradiusin their LSPs.Furthermore,we modifiedtheshortestpathalgo-
rithm to constructcompletepathsto thedestinationandto checkwhetherthesatelliteconstructing
sucha pathis within theroutingradiusof all nodesin thepath. For example,considersatellite �
usingits gatheredrouting informationto constructa (shortest)pathto � throughsatellites� and 

( �"!#�$!  !#� ). Threeconstraintsmustbesatisfiedfor satellite� to considerthis a legal
route:

1. Satellite� musthave a routingradiusof at leastthreehops.

2. Satellite
 

musthave a routingradiusof at leasttwo hops.

3. Satellite� musthave a routingradiusof at leastonehop(trivial).

If theseconstraintsaresatisfied,thensatellite � canbesure(asidefrom thepossibilityof transient
loopsdueto topologychanges)thatif � forwardsapacket for � through� , thatit will not receive
thepacketagain.This is because,for adownstreamnodeto forwardthepacket backto � , thatnode
musthave madea calculationthat � lieson its shortestpathto � , which is acontradictionbecause
if so, � would have originally pickedtheremainderof this pathto � to begin with. Notethat this
approachalsoprecludesthe troublesomepossibility identifiedabove that a packet may leave the
shortest-pathrouting radiusonceit enters.Furthermore,we do not guaranteethat the actualpath
followedwill matchexactly thepathpredictedby anupstreamnode,but if theactualpathdoesin
factchangedownstream,it will dosoonly in amannerthatdoesnot increasethetotal pathcost.
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Figure6.18:View of theIridium topologyabove theNorth pole. Satellitesclosestto thepolehave
interplaneISLs turnedoff. The“polar region” is boundedby thesetof satellitesclosestto thepole
thathave all of their interplaneISLsactive.

With this approach,we still mustmake surestaleinformationis purgedfrom thesystem.
LSPupdateswill naturallypurgestaleinformation,exceptif anodedynamicallydecreasesits rout-
ing radius.In this case,thenodeneedsto make surethatits old LSPsareexpungedfrom all nodes
at theperipheryof its routingradius.

As for complexity, althoughthisapproachrequiresimplementationof ashortest-pathpro-
tocol,theprocessingandmemoryoverheadis significantlyreducedby scopingtheLSPpropagation
(andhence,thestateinformation)to a small region aroundeachsatellite.Themodificationsto the
shortestpathalgorithmdiscussedabove donotsignificantlyincreaseits complexity.

Geographicforwardingbearssomeresemblanceto theLandmarkroutinghierarchy[133]
in that packetsat locationsfar away from a destinationareroutedin the generaldirectionof the
destination,but unlike the Landmarkhierarchy, thereare no nodesfor which every nodekeeps
preciserouting information. In fact, this geographic-basedrouting strategy is not hierarchicalin
thetraditionalsensebut is insteada hybridapproachbetweenshortestpathroutingandgeographic
forwarding.Anotherhybrid routingprotocol,theZoneRoutingProtocolfor ad-hocnetworks[53],
alsomakesuseof routingzonesaroundeachnodefor local traffic, but routesfor distantdestinations
arequeriedondemand,ratherthanobtainedby usinggeographicinformation.

Routing in Polar Regions

As statedabove, theroutingradiusis definedasincludingall thosesatellitesthatcanbe
observedabove theelevationmaskof aterminal.In addition,theradiusmustbeextendedwhenever
therearebreaksin the topology. In the high latitudes,the interplaneISLs mustbe deactivated,
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Figure6.19: Illustrationof theintersectionof counter-rotatingplanes.

andfor a packet to reacha satellitethat hasits interplaneISLs deactivated,the packet mustfirst
be routedto a satellitein the sameplanebut at a lower latitude. As a result, geographic-based
packet forwardingcanbreakdown several hopsaway from theeventualdestination.This implies
thatweshouldincreasetheroutingradiussuchthatall satellitesin thepolarregioncanobtainLSPs
for all othersatellitesin the polar region. However, sucha radiusis sufficiently large (five or six
hopsin our simulations)that it would spill over significantly into the lower latitudes,increasing
theamountof routingstaterequiredon eachsatellite(theamountof routingstaterequiredgrows
roughlyquadraticallywith eachhop). To compensatefor this,wedevelopeda specialroutingzone
for thepolarregionsthatspecificallylimited thescopeof polar-arearoutinginformationto thepolar
region.

Thekey is to properlydefineanddynamicallyidentify thepolarregion. Figure6.18illus-
tratesaview of thepolarregionfrom directlyabovetherotationaxisof theEarth,in whichsatellites
nearthepolesdonothave their interplaneISLsturnedon,while satellitesat lower latitudesdohave
interplaneISLs. TheIridium topology, with anorbitalinclinationof 86.4degrees,is plotted.Wede-
fine thepolarregionasincludingall satellitesthathave oneor moreinterplaneISLs turnedoff (the
POLARsatellites),aswell asall satellitesthatborderthePOLARsatellites(thePOLAR BORDER
satellites).If we definea third state(LOW LATITUDE) that includesall othersatellites,it is easy
for eachsatelliteto determinewhich stateit is in by simply examiningthestateinformationof its
neighboringintraplanesatellites.Satellitescanpropagatestateinformationto theirneighborsusing
thesameprotocolasfor propagatingLSPs(sincestatechangesaregenerallycoincidentwith link
statechangesanyways). The key, then, is to extendthe scopeof LSP propagationof a satellite
to theentirepolar region in additionto thenormalrouting radius. Any packetsdirectedtoward a
destinationin thepolarregion will eventuallyfind a satellitein this polarregion, andthenshortest
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Figure6.20:An illustrationof how deviationsfrom purepolarorbitscausethelatitudeatwhich the
counter-rotatingplanesintersectto degrade.This plot assumesa ��%'& degreeplaneseparationsuch
asusedin theTeledesicdesign.

pathroutingcantake over. Basically, LSPsthat mustbefloodedto theentirepolar region canbe
indicatedby a bit in theheader. Satellitesexpungethis extra stateinformationwhenthey leave the
polarregion,andannouncetheirdepartureto theremainderof thepolarregionsotheirLSPscanbe
expungedfrom therestof thepolarsatellites.

Wealsousedthisstateinformationto “tunnel” packetsto outsideof theroutingradius.If a
packet is sourcedby aterminalconnectedto aPOLARsatellite,andthepacketdestinationis outside
of thepolar region, thenthepacket will ultimatelyberoutedto oneof thetwo POLAR BORDER
satellitesin thesameorbital plane. Therefore,thesatelliteshouldusethe locationinformationof
thetwo POLAR BORDERsatellitesin computingtheforwardingdirection,insteadof thelocation
of the immediatelyneighboringsatellites.This locationinformationcanbeeasilyprovided to the
POLARsatellitesfor suchcomputations.

Although constructinga specialpolar routing radiusincreasesthe amountof statekept
by satellitesat higherlatitudes,andaccountsfor a increasedmessageoverheadin thatregion, this
increaseisoffsetby thefactthatthenormaltraffic densityin thepolarregionis likely to beextremely
light. In theTeledesicconstellation,thepolarregionscontainedapproximately100satellites(50 in
eachregion),while theIridium polarregionscontainedroughly36of the66satellites.

Problemsat the Seams

Althoughhandlingthepolarregionsandtheregionsaroundthedestinationsrequiredad-
ditional protocol, we were able to eliminaterouting dead-endsin our experiments. However, a
third problempresentedmoreof a challenge.As mentionedabove, thecounter-rotatingplanesin
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Figure6.21: Averageandmaximumdelaydifferencebetweenusinggeographicforwardingand
minimum-hopshortestpathroutingasa functionof terminalseparation(Teledesicconstellation).
Errorbarsdenoteonesamplestandarddeviation from thesamplemean.

a polarconstellationform a “seam.” It is possibleto establishISLs acrossthis seam,althoughthe
link acquisitionandsynchronizationassociatedwith theseISLs aremuchmoredifficult thanwith
interplaneISLs. However, the meshis distortedin this region. First, asdiscussedabove, thereis
only oneISL per satelliteacrossthe seam,sincethe secondISL will be usedto acquirethe next
satellitebeforehandover occurs. Thereforethereis a paucityof links availablein this region. A
moresignificantproblem,however, is that the (non-polar)inclination angleof the orbital planes
causesthe two counter-rotatingplanesto intersectat a muchlower latitudethanthe otherplanes.
This effect is clearlyvisible in Figure6.19for Teledesic(which plansan inclinationangleof 84.7
degrees),wherethetwo planesintersectata latitudeof approximately54degrees.If welet ( denote
theinclinationangleof theorbitalplanes,and ) denotethespacingbetweenplanes,thenthelatitude
atwhich thecross-seamplanesintersectis givenby *'+-,/.0*213�540671��8)'9':;�3<=.0*21��(>�?� . This relationshipis
plottedin Figure6.20for an interplaneseparationof 15 degrees,asis plannedfor Teledesic.As a
result,thecross-seamISLs mustbeswitchedoff at a relatively low latitude(actually, probablyno
higherthan45 degrees),which causesa tearin the ISL connectionmesh. Regardlessof whether
geographicforwardingis usedor not, this appearsto bea drawbackto usinganorbital inclination
anglethatdeviatessignificantlyfrom 90 degrees.However, launchingsatellitesinto a purelypolar
orbital planeis consideredto be prohibitively expensive, andtheseinclination anglesmay be the
bestthatareeconomicallyfeasible.

Althoughwetriedvarioustechniques(all basedondistributedprotocols)to tunnelaround
this tearin thetopology, wewerenotsuccessfulin findingonethatwasreasonablysimpleto imple-
ment. Evenwhenwe constructedtunnelsaroundthesetearsin thetopology, we couldalwaysfind
casesfor which thehybrid routingprotocolfacedadead-end.Thesedead-endsarelikely to persist,
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Figure6.22: Averageandmaximumdelaydifferencebetweenusinggeographicforwardingand
minimum-delayshortestpathroutingasa functionof terminalseparation(Teledesicconstellation).
Errorbarsdenoteonesamplestandarddeviation from thesamplemean.

at leastintermittently, for aslong astheseamseparatesthetwo endpoints(which couldbehours).
We notealsothat similar dead-endsarelikely to occurwhenthereareothertearsin the topology
dueto satellitefailures,which wedid not investigate.In summary, wewerenotsuccessfulin guar-
anteeingtherobustnessof ageographic-basedroutingin thepresenceof acounter-rotatingseamfor
theTeledesicandIridium constellationtopologies.The solutionto this routingproblemseemsto
requireassistancefrom acentralizedroutingsystem,perhapsin theform of judiciousinstallationof
(severalhop)packet tunnelsacrosstheseam.

6.5.3 Performance

Despitethe routing breakdowns dueto the counter-rotatingplanes,we did find that, on
average,the delayperformanceof our hybrid protocolwascomparableto that of min-hopshort-
estpath.Figure6.21plotstheaverageandmaximumdelaydifferencesbetweengeographic-based
forwarding and min-hopshortestpath routing for the Teledesicconstellation. Figure6.22 plots
theaverageandmaximumdelaydifferencesbetweengeographic-basedforwardingandmin-delay
shortestpathroutingfor theTeledesicconstellation.Thedataisdrawn fromanexperimentof 10,000
randomterminallocations.Threecaseswererunwith thesamesetof terminals:thehybrid routing
protocoldescribedabove(whichusedlocally-scopedmin-hoprouting)globalmin-hopshortestpath
routing,andglobalmin-delayshortestpathrouting. We thentook theresultsfrom thehybrid pro-
tocolandcomputedthedelaydifference,point-by-point,betweenthatprotocolandeachof thetwo
shortestpathprotocols.We have collatedthedatapointsinto 1000km binsbeforeperformingthe
averages(e.g.,point number1 on the @ axis lists theresultsfor distancesbetween1000and2000



115

km). Eachsatelliteuseda routing radiusof 2 hopswhile below 45 degreeslatitude,and3 hops
while above (to reducetheoccurrenceof routingdead-ends).Themainpointsto considerarethose
above5000km, for thosearetheonesfor whichapacketmusttraverseoneor moregeographicfor-
wardinghopsbeforehitting theshortestpathroutingradius.In additionto theaverages,wetracked
themaximumdelaydifference(penalty)from usingthegeographic-basedprotocol,ascomparedto
thedelaysobservedby min-delayrouting.

Wenotefrom thefiguresthat,onaverage,thegeographicroutingis comparable(nomore
thanabout3 msworse)to min-hopshortestpath,but is roughly5-10msworsethanmin-delayshort-
estpathrouting. Suchan increasein averagedelaywould probablynot be consideredsignificant
to LEO network users.However, themaximumdelaydifferencescanbevery large(up to 55 ms),
andarefrom asmallsetof outliers.Thesepointsoccurnearthepoleswhenthegeographicrouting
initially bringsthepacket closeto thedestinationin termsof distance,but faraway from it in terms
of topology, andit consequentlymustberoutedbacktowardstheparticularorbitalplanecontaining
thesatelliteservingthedestination.

6.5.4 Summary

In this section,we have studiedwhetherusinggeographic-basedaddressescanenablea
simpledistributedroutingprotocolbasedonreducingthegeographicdistanceto apacket’s destina-
tion. Althoughthedelayperformanceof thehybridroutingprotocolthatwedesignedwasadequate,
therobustnessin termsof avoidanceof routingfailureswasnot. Weencounteredanumberof diffi-
cultiesin makingthethisroutingapproachrobust: i) theredundancy in coveragearoundaterminal’s
destinationrequiressomeform of locally-scopedroutinginformation,ii) theregularmeshstructure
is disruptedin thepolarregions,requiringaspecialprotocolto efficiently handletheroutingin that
area,andiii) thecounter-rotatingplanesin polar-orbiting constellationsintersectat a low latitude,
preventingtheestablishmentof cross-seamISLs in a largeregion andtherebycausinga tearin the
topology. Becausewe werenot successfulin establishingrobust routingwhentherewereno node
or link failures,we did not investigatethe effectsof suchfailures;however, we notethat sucha
distributed routing protocolwould alsoneedto be robust in the faceof suchequipmentfailures.
We have concludedthat, for polar-orbiting constellations,basinga distributedroutingprotocolon
geographicforwardingis proneto eitherfailuremodesor highcomplexity.

6.6 Centralized Routing Performance

Recallthatour maindesigngoalsfor a LEO packet routingarchitecture,asidefrom the
basicgoalsof correctnessandroutecompletion,areaminimizationof spacecrafthardwarerequire-
ments(memoryandprocessing),a minimizationof routing traffic, androbustnessin the routing
algorithms. A distributed routing protocoloffers the opportunityto minimize messageexchange
betweentheground-basednetwork operationscenter(NOC)andthesatellites,but thisminimization
typically comesat a costof increasingboththeamountof messagetraffic thatmustbeexchanged
betweensatellitenodesandthe processingrequiredto consumethis routing information. In the
previous section,we showed that onesuchdistributedprotocol,basedon geographicpacket for-
warding,presentedsomesubtledifficultieswhenappliedto commercially-proposedpolar-orbiting
constellations.In thissubsection,weconsiderthealternative of acentralizedroutingarchitecture.
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A centralizedroutingsystemwould consistof a ground-basedroutecomputationcenter
that frequentlyuploadsforwarding tablesto satellites. This approachmay be preferableto dis-
tributedroutingfor threemainreasons.First,all of thetopologyinformationwill alreadybelocated
at a centralizedlocationthatperformsadditionalfunctionssuchasmediumaccessadmissioncon-
trol andnetwork management.Moreover, this informationwill generallybe availablein advance
of the time neededbecausemany topologychangesarepredictable.Second,therewill bea need
to communicatewith eachsatelliteon a regular basisto performothercontrol functions,suchas
dynamicallyadjustingthe scanningbeampatternsof eachsatellite’s antennas.Third, centralized
routing more readily permitssophisticatedrouting algorithmsin the network. For instance,the
traffic load may evolve in sucha mannerthat load balancingwithin the satellitemeshbecomes
necessary;acentralizedroutingsystemwouldbemoreeasilyupgradable.

Althoughcentralizedroutingreducesthespacecraftprocessingrequirementsby requiring
thatit only lookupnext-hopinterfacesandnotcomputeanddistributeroutinginformation,it is still
importantto reducei) theamountof routinginformationthatmustbesentto thesatellites,andii) the
sizeof satelliteroutingtables(which,in theworstcase,couldrequireontheorderof amillion entries
if nohierarchyor tableaggregationis used).In thissection,wedescribetechniques,againcentered
on theconceptof geographic-basedaddresses,thatmaybeusefulin meetingbothgoals.First,we
describein moredetail the cellular structurethat we useandpresenta numberingschemethat is
optimal from thestandpointof aggregatingcontiguouscells. Next, givensucha cellularstructure,
wefocusonwhetherwecantakeadvantageof temporalandgeographicconsistenciesin therouting
tableto reducetheamountof routing informationthatmustbedynamicallyuploaded.Finally, we
exploretheproblemof actuallyperformingtheaggregationof geographicallycontiguouscellsinto
asmallnumberof routingtableentries.

6.6.1 Cellular Structure and Addressing

Wedescribedabove in Section6.4acellulargeometryintroducedby RestrepoandMaral
basedon roughly equal-sizedtrapezoidalcells (Figure6.15), andwe have patternedour cellular
geometryaftertheirs.Onedifferencein our geometryis thatwe requirethatthenumberof cellsin
eachlatitudinalband(asidefrom the polarcap)bean integer multiple of four (a conveniencewe
take advantageof asdescribedin the next paragraph).Further, we requirethat cells be no larger
thanthosein the bandabutting the equator. If thereare � cells in this first latitudinal band,then
thebaseof eachcell in this bandis �BAC�;DFE0DHGI�J9I� km, where�;DFE0DHGI� km is thecircumferenceof
theEarthat theequator. To first order(assuminga sphericalEarth),theheightof eachcell in each
bandis also � . In eachlatitudinalband,then,let

 
denotethe circumferenceof the baseof the

latitudinalband(e.g.,for thefirst band,
 

is thecircumferenceat theequator).Therearethen �K<ML
cells in thelatitudinalband,wherek is thesmallestintegersatisfying:

 9F���N<OL
�QPKAR� . Thelast
latitudinalbandis asinglecell (“polar cap”). By picking �SAT:2%2� , weobtaincellsroughlythesize
of theoriginal Teledesicsupercelldesign[18], anda total of 21,352cellsof approximatelyequal
area(with basesrangingfrom 156.5to 146.3km at all latitudesexceptthosevery nearthepoles,
anduniformheightof 156.5km). In general,� couldbeany integer, but thereis acodingefficiency
gainedif � is apowerof two.

Our next stepis to mapthis (spherical)cellular structureto a rectilineargrid, to facili-
tateaddressaggregation. We will thenusethe grid for addressingin latitudinal andlongitudinal
directions. We canmapa rectangulargrid of size � by �39': onto the cellular geometrythat we
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Figure6.23: Exampleof the cellular numberingstrategy in onedimension.Two potentialsize-4
aggregationsareillustrated.

just described.For latitudinalbandsneartheequator, thereis a one-to-onemappingbetweengrid
pointsandcells. However, if the numberof cells in a latitudinal bandis lessthan � , thensome
cellsin thatbandwill have morethanonegrid point mappedontothem. In this case,our mapping
strivesto distributetheseredundantgrid pointsuniformly aroundthelatitudinalband.For example,
if ���N<UL
�QAV:2%2: , we have four redundantgrid points. Every 63rdcell, then,would have two grid
pointsmappedontoit insteadof one.Thepolarcapwould have 256gridpointsmappedontoit. In
total,32,768grid pointswouldmapto 21,352cells.Theresultof thismappingis that,if wenumber
the gridpointsin two dimensions(correspondingroughly to a latitudeandlongitude),cells along
theglobethatfall on thesamelongitudinalline will have roughlythesamelongitudinalcomponent
in their addresses.

We mustnext numberthesegrid points. The grid point (andhence,cell) numberswill
then form the geographicprefix portion of the terminaladdress.In the caseof cells with more
thanoneprefix, all terminalscanbe assignedto oneof the prefixes in the set. Sinceour aim is
to aggregategeographicallycontiguouscells, it will help if adjacentcellson thegrid have similar
addresses.With this conceptin mind, we decidedto usethe principlesof Grayencodingusedin
digital modulation[115]. A Graycodeis afunction WX��(>� of integers( rangingfrom D�YZ(=Y[:2\S]^�
that is one-to-oneandfor which thebinary representationof W���(_� and WX��(3`a�b� differ by exactly
onebit [114]. Thetwo dimensionscanbenumberedindependently(8 bitsperdimension).

Figure6.23is anexampleof thisnumberingschemeappliedto 16cellsin onedimension.
Thefigureillustratestwo examplesof blocksof four cellsbeingaggregatedinto a4 bit routingtable
entry and4 bit (non-contiguous)bit mask. Suchan aggregationwould be useful if, for example,
packetsfrom a givensatellitewereforwardedover thesameinterfaceto eachcell in theblock; the
routing tablefor that satellitewould only requirea single(address,mask)entry. In general,non-
contiguousbit masksaredeprecatedin the assignmentof IP subnetmasksbecausethey preclude
theuseof certainlookupalgorithms[91]. However, we considerusingthemin our caseif we can
obtaina largereductionin thenumberof tableentries.

We now prove that this methodof numberingof cells is optimal, from the standpoint
that it offers themostopportunitiesfor addressaggregationsof variousblock sizesacrossvarious
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cell boundaries.We considerthenumberingof cells in onedimension,asthe two dimensionsare
orthogonal.Consider:'cdA"� cellsdefinedby L bits, where L is a naturalnumber. Definea mask
level e , wheree3YfL is thenumberof maskedbits. With e bitsmasked,therearetherefore: cIgih unique
addressrepresentations,eachof which areof size :'h cells. Note that therearealsopotentially :'h
possiblewaysto partitionthespaceof � cellsinto : cIgih contiguousblocksof size : h cells(i.e.,there
are : h locationsto draw the block boundaries).Our goal is to maximizethe numberof possible
partitionsthatconsistof contiguouscells,soasto maximizethesubnettingflexibility.

Lemma 6.1 At masklevel e , there are at mosttwo waysto partition the cells into blocks of :'h
contiguouscellssuch that theblockscanbeaggregated.In particular, at masklevels D and L , there
is onlyonepossiblepartition.

Proof: For thesake of discussion,assumethatadjacentcellsarenumberedsequentiallyfrom zero
to �U]j� , startingfrom somearbitrarycell; thisnumberingis notnecessarilyrelatedto theaddressing
bit assignments.For eATD therearenobitsmaskedandthereforenoaggregationsarepossible.For
e�ATL , all bitsaremasked,andthereis only onepartition,whichcontainseverycell. For DkPlemP[L ,
weproceedasfollows.

Assumethat at masklevel e , cells are addressedin sucha mannerthat thereexists at
leastonepartitioningof the � cells into contiguousblocksof size : h cells. Consideran arbitrary
partition that starts,without lossof generality, at cell 0. The partition boundariesdelimit setsof
cells identifiedby the uniquecombinationof Lj][e non-maskbits. Note that amongthe masked
bits, eachbit musthave anequalnumberof onesandzerosacrosseachcontiguousblock,because
the masked bits mustrepresent:'h cells uniquely. Also, notethat amongthe unmasked bits, each
bit musthold the samevalueacrossa contiguousblock. Next, considerthe sameaddressing,but
with a secondpartitioninginto contiguousblocksof size : h cells,acrossdifferentcell boundaries.
To obtain this partition, we mustunmaskoneor moremaskbits, andmaskthe samenumberof
previously non-maskedbits. Again, for this to bea valid partition,we requirethatfor eachmasked
bit, theremustbeanequalnumberof zerosandonesacrossthecontiguousblock. However, since
at leastoneof thesenewly maskedbitswaspreviously unmasked,andhencehadthesamevaluein
blocksfrom theold partition,thenew partitionboundariesmustbeoffsetby theoriginal partition
boundariesby exactly : h7gon cells in orderfor thezerosandonesdensityto work out. Furthermore,
by thesameargumenttherecanbeno furtherpartitions.

Theorem 6.1 Themethodof Gray encodingof cellsdescribedaboveis optimalfor aggregationof
contiguouscells.

Proof: At eachmasklevel DlPpe�PpL , thereareexactly two ways to partition the blocksof :'h
cells: oneon cell boundariesof qbDFE-: h E-:r<s: h E ®b®b® Eb�8: cbgih ]f�b�t<O: h5u , andtheotheron cell boundaries
of qI: hvgon E-: h `w: hvgon E-:U<x: h `y: hvgon E ®b®b® Eb�8: cIgih ]z�b�{<=: h `y: h7gon/u . By Lemma1 above, thisachievesthe
maximumpossiblepartitioning.

6.6.2 ReducingRouting TableSizeUpdates

Giventheabovecell numberingscheme,wenext seekto reducetheamountof bandwidth
consumedby a centralizedroutingsystemthatperiodicallyuploadsforwardingtablesto satellites.
A key assumptionfor this partof our work is that thesatellitenetwork topologyis heldstaticfor
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Figure6.24:Comparisonof temporalandgeographicconsistency of forwardingtablesacrosstopol-
ogystates(Teledesicconstellation).

a certaintime interval, 3 andthat routescanbeprecomputedon thebasisof anticipatedtopology
changes.An Earth-fixed cell system(describedabove in Section2.2.1), in which ISL topology
changesarealsoconstrainedto occuronly at certaintimes,is oneexampleof sucha system.The
systemcanthenbethoughtof asmoving througha(possiblyverylarge)setof discretestates,eachof
whichhasastatictopology(notconsideringunexpectedtopologychangesdueto link or equipment
failures). If thesystemtopologyis not approximatelystaticfor a reasonableinterval (e.g.,tensof
seconds),thenthereis little hopeof constructinga low overhead,low latency centralizedrouting
system.

A satelliteforwardingtableshouldcontainenoughinformationto forwardpacketsto any
terminal in the system,becauseapproachesthat requirequeryingfor routeson demandwill be
too slow for a broadbandsatellitesystemevenat LEO altitudes.Terminalsin cellsdistantfrom a
given satellitecanbe aggregatedinto a singlecell entry basedon their prefix, while terminalsin
nearbycellsmayrequireindividual listingsin theforwardingtablesif differentsatellitesareserving
terminalsin acell. In thissubsection,wefocusontechniquesusedto reducetheamountof message
overheadrequiredto populatecorrectforwardingtableson-boardthesatellites.

Ratherthanuploadcompletelynew forwardingtableseachtimethestatechanges,wehave
investigatedtwo techniquesaimedatminimizing theamountof informationthatmustbeuploaded.
Weseekto capitalizeon thefollowing two propertiesof theforwardingtables:

Temporal consistency:If only a few entriesin theforwardingtablechangebetweenstates,thena
centralizedroutingsystemcanusedeltaencoding(sendingonly thechangedentries).|

By static,wemeanthattheISL topologyis unchanged,andthatintersatellitehandoffs of terminalsareminimizedor
avoided.Terminalsmaybeconnectedor disconnectedto thesystematarbitrarytimes.
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Geographic consisitency: We showed in the previous sectionthat basinga distributed routing
protocolcompletelyon geographic-basedpacket forwardingdecisionsis fragile. However,
if this core packet forwarding techniquecould be supplementedby additionalforwarding
instructionsfrom a centralizedroutingsystem,thengeographicforwardingcouldbeusedby
default andonly thoseforwardingentriesneededto overridethegeographicforwarding(i.e.,
entriesfor which thecentralcontrollerdeterminesthat thesatellitewould otherwisemake a
baddecision)needbeuploaded.

We investigatedthepotentialfor bothof thesetechniquesby studyingtheforwardingta-
blescreatedby min-delayshortestpathrouting for a representative Teledesicsatelliteasit moves
throughits orbit. Usingthecellularstructuredescribedabove, we assumedthat the topologymay
beheldstaticfor the interval definedby thetime requiredfor thesatellite’s nadirpoint to traverse
a cell (26.5seconds).In a realsystem,the topologymaybeheldstaticfor longerthanthis inter-
val (dependingon thesteeringcapabilitiesof thespacecraft’s antenna),but thereappearsto beno
advantageto makingthe interval shorter. We computedcompleteforwardingtablesat every state
(64 intervals from theequatorto thenorthpole)by placinga terminalin eachof the21,352cells
in our cellulargeometry. For eachcell, we comparedtheforwardingtableentrywith theforward-
ing decisionthat geographicforwardingwould have made(geographicconsistency) andwith the
entry from the last state(temporalconsistency). The resultsareshown in Figure6.24,wherethe
fractionof matches(amongthe21,352cells)arerecordedfor eachstate.Thefigureillustratesthat
thetemporalconsistency is generallyquitehigh, generallyrangingfrom 0.7 to 0.95;i.e., forward-
ing entriesdon’t changemuchfrom stateto state.Therearea coupleof exceptions,however. At
states45and51,theconsistency from states44and50,respectively, is muchlower. This is because
thefirst two, andthenthe last two of thesatellite’s interplaneISLs wereshutdown betweenthese
statetransitions,causingmany of the forwardingentriesto change.States57 and61 have related
changes(a neighboringsatellitesinterplaneISLs werebeingdeactivated).By takingadvantageof
this temporalconsistency, acentralizedroutingsystemwouldonly have to dedicate,onaverage,on
theorderof a few Mb/sof bandwidthto updatetheforwardingtablesfor theentireconstellation.4

Thegeographicconsistency is muchlower thanthetemporalconsistency, however. The
main reasonis that Teledesicsatellitesgenerallyhave two ISLs orientedtowardseachof the four
cardinaldirections.Often,the interfacepickedby shortestpathrouting is in thesamedirectionas
that picked by geographicrouting,but for reasonsfurther downstream,the bestgeographicnext-
hop is not part of the shortestpath. In the Iridium constellation,wherethereis only oneISL in
eachcardinaldirection, the consistency canbe much higher (typically around70%). It may be
possibleto relaxtherequirementson thegeographicnext-hopbeinganexactmatchwith thenext-
hoppickedby shortestpathrouting(e.g.,allow useof thegeographicnext-hopif theresultingroute
will bewithin a certaindelaytoleranceof theoptimalroute).However, this is not aseasyasit first
seems,becausecaremustbetaken in determiningthat inconsistentroutingdecisionsarenot taken
that resultin a loop. Also, theremayberecursionproblemsin determiningwhethera forwarding
decisionwill resultin a routewithin thedelaytolerance.In summary, moreinvestigationwouldbe
neededto establishthecorrectnessof a routingpolicy thatdid not requireanexactmatchbetween
the next-hop interfacespicked by geographicforwardingandshortest-pathrouting. However, we
concludethat there is not much advantageto be gainedby pursuingthis approachbecausethe
temporalconsistency of theforwardingtablesis alreadyveryhigh.}

Not consideringtheupdatesdueto userterminalslocal to eachsatellite,whichcannotbeaggregatedin any case.
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Figure6.25:A hypotheticalaggregationof 35cellsinto 7 forwardingtableentries.

6.6.3 AddressAggregation

In the previous subsection,we demonstratedthat by taking advantageof temporalcon-
sistency in theroutingtables,we canreducetheamountof messageoverheadbetweentheground
andthesatellitesto a tolerablelevel. Thefinal pieceto optimizeis thesizeof theforwardingtables.
Largeforwardingtablesarecostlyin two ways:they requiremorememory, andthey take longerto
search.In thecellulargeometryconsideredabove, thereareover twenty thousandcells,but only
eightnext-hop interfaceson a (Teledesic)satellite. We noticed,by looking at satelliterouting ta-
blesgeneratedusingshortestpathalgorithms,thatmany of thecellsserved by thesamenext-hop
interfaceweregeographicallycontiguous.Therefore,by makinguseof thecell numberingscheme
describedabove,whichis optimizedfor aggregatinggeographicallycontiguouscells,wecanreduce
thenumberof forwardingtableentriesrequired.

Figure6.25 illustratesan example,in which 35 contiguouscells (the solid dotson the
graph)canbereducedto 7 entries.Usingthisrepresentation,it canbeseenthataddressaggregation
is a variantof the classicalminimum setcovering problem. The minimumsetcover problemis
definedasfollows: [48]:

INSTANCE: Collection
 

of subsetsof afinite set � , positive integer ~�PQA��  � .
QUESTION:DoesC containa cover (a subset

 K�{�� 
) for � of size ~ or lesssuchthat

everyelementof � belongsto at leastonememberof
 �

?
Theminimumsetcover problemis known to beNP-completein thestrongsense,unless

all ���  satisfy � �2�iPQAa: , in which casematchingtechniquescanbeusedto solve theproblemin
polynomialtime [48].

In our case,theset � is definedasthecollectionof cellson a rectilineargrid numbered
accordingto the Gray codedescribedabove, andthe collection

 
of subsetsis the collectionof

blocksof cells(“rectangles”)in � thatmaybeaggregatedinto a singleaddress/maskcombination.
Ourproblemis asetcoveringproblemwith thefollowing additionalconstraints:

� Rectanglesarearbitraryshapeswith sizescorrespondingto a non-negative integerpower of
two, becauseall bit maskscover anumberof cellsequalto apower of two, and
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� Rectanglesmustfall oncertainboundaries.In particular, rectanglessidesof length � canfall
onboundariesof every �39': cells,asdescribedabove in Section6.6.1.

Notethatby framingthisproblemmoregenerallyasasetcoveringproblemratherthanasetpacking
problem(a coveringby mutuallydisjoint rectangles),we permita cell to becoveredby morethan
onerectangle.Theimplicationof this is thatmorethanonematchingentry for thatcell mayexist
in theforwardingtable.

In general,even in one dimension,packingor covering problemsinvolving objectsof
differentsizesareNP-complete(the“Knapsack”problemis onesuchexample)[46]. A numberof
problemscloselyrelatedto theaddressaggregationproblemidentifiedabovehavebeenshown to be
NP-complete.In thecontext of imageprocessing,Fowler, Paterson,andTanimotohave shown that
the planargeometriccovering problemusing :�@�: squaresis NP-complete[46]. We have proven
above that not all possibleaddressaggregationsaregeographicallycontiguous. If we definethe
optimaladdressaggregationasincludingalsonon-contiguouscells,thentheproblemis equivalent
to a classicalproblemof Booleanlogic minimizationknown asthe minimumsumproblem[87].
Briefly, if we considerthe bits of an addressto be inputs in a Booleantruth table, and we set
the outputof the table to be 1 if the addressis in the set to be aggregated,then the solutionof
the minimum term Booleansumfunction will yield the mostoptimal addressaggregation. This
problemcanbereducedto theNP-completeproblemknown as3-SAT [120].

Interestingly, if we constraintheproblemto onedimensionandrestrictthepossiblead-
dressaggregationsto thoseinvolving contiguouscellsonly, theproblemcanbeoptimallysolvedin
polynomialtimeby thefollowing greedyalgorithm.Theavailability of apolynomial-timealgorithm
is specificallytied to theconstraintthatrectanglesmayonly fall onarestrictedsetof boundaries.In
thealgorithm,thevalue ��AT:'c is equalto thetotalnumberof cellsin thesystem(representedby L
bits),and � is thesetof cellsto beaggregated,with � �k�JYZ� .

algorithm greedyaggregate
begin�����

;
while �y���� do

choose �H���r� such that �;� contains only non-overlapping, legal
blocks of size

�
and � �H��� is maximized;� � �t�����;�5� ;�F���¡ �¢

;
od

end

Findingthemaximumpackingof blocksof size ( canbemadewith two passesthroughthespace
of � cells.Any setof cells � will have up to �39': distinctcontiguousblocksof cells.Eachblockof
contiguouscellscanbeaggregatedinto blocksof ( cells,if atall, in only two ways–theboundaries
onwhichlegalblocksof ( cellscanfall areseparatedby (>9': cells,accordingto thesecondconstraint
above. Therefore,two passesthrougheachblockof contiguouscellscanbeusedto determinewhich
oneof the two boundaries(in eachcontiguousblock) yields the mostblocksof size ( amongthe
contiguousclusterof cells. Sincethereare e�£I¤ � ���3� stepsto this algorithm,it runsin polynomial
timewith �����j<¥e5£I¤ � ���3�?� .
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Theorem 6.2 Theabovegreedyalgorithmobtainstheaggregationwith thefewestnumberof con-
tiguousblocksin a one-dimensionalspace.

Proof: Startingfrom the largestpossibleblock size, the algorithmsearchesfor andremovesthe
maximumnumberof (non-overlapping)blocksof eachsizebeforereducingtheblocksizesearched.
It shouldbeclearthat,givena contiguoussubsetof cellsnumberingexactly ( for which anaggre-
gationinto a block of size ( is permitted,thereis no advantagefor passingup the opportunityto
aggregatethis subsetof cells into oneblock of size ( . A little lessobvious is the fact that thereis
no penaltyincurreduponsubsequentiterationsof the algorithmfor removing a block � of size (
from theset. In general,this would not bethecase,becauseremoving a block of cellswould fur-
therconstrainthepossibleblocksthatcouldbeformedduringlater iterations.However, giventhe
restrictionsonplacementof blocksonthegrid, any blockssmallerthan ( thatwouldhavecontained
cells in � will have exactly half of their cells in � andhalf outsideof � , andsinceany legal block
greaterthansizeonecanbedividedin half to form two legalblocks,wedonotconstrainthechoices
availableat laterstagesby removing any block.

Therefore,we only needto checkwhetherremoving a block of size ( is optimalwhenit
hasfewer than ( contiguousadjacentneighboringcellson eitheror bothsides(if it hasmorethan (
cellsoneitheror bothsides,it wouldhave constitutedapartof a largerblockof size :O<m( or greater
thatwouldhave beenremovedby apreviousstepof thealgorithm).For simplicity, weconsiderthe
casein which theblockof size ( hasadjacentcellsto aggregageononly oneside;thecasein which
therearecellsonbothsidesis handledsimilarly. Supposethatthealgorithmwerenot optimal;i.e.,
supposethat thereexistsa collectionof contiguouscellsof sizegreaterthan ( for which removing
a given legal block B of size ( , andcollectingtheremainingadjacentcontiguouscellsduringlater
stagesof the algorithminto a minimal setof blocksof sizelessthan ( (resultingin a total setof
blocksthatwe denoteas � &>¦_§©¨ ), resultsin moreblocksthanif block B werenot removedandthe
cells within the block B were left to be removed at a later stage,resultingin a setof blockswe
denoteas �oª h¬« . With thissetnotation,wecanrephraseoursuppositionasbeingthat ��{ª h¬« ��Pa�� &®¦_§¯¨ �
by not containingblock B in set �{ª h°« . This canonly bethecaseif somecells in B wereneededin
theoptimalaggregationto form anotherblock of sizelessthan ( thatstraddledtheboundaryof B;
wecall thisastraddlingblock �K± . If theblockB werebrokenupin this fashion,theremainingcells
in whatwould have formedblock B mustberepresentedby no fewer thantwo blocksof sizeless
than ( . Now considertheremainingcellsoutsideof bothB and �r± . Thesecellscanbeaggregated
into a setof blocksof cardinalityno lessthan �� &®¦_§¯¨ ��]T: . This is becausethe block �r± canbe
decomposedinto two smallerblocks,oneexactlycontainedwithin B andoneentirelyoutsideof B,
so if thecardinalityof thesetof blocksformedby theseresidualcellswerelessthan �� &>¦_§¯¨ �;]l: ,
wewouldhave originally hadamaximalaggregationsetof cardinalitylessthan �� &>¦_§©¨ � . Therefore,
consideringthat �r± is oneblock andtheremainingcellsof B requireat leasttwo blocks, ��oª h¬« � is
greaterthanor equalto �0�� &>¦>§¯¨ �;]w:;�m`��s`l: , which is strictly greaterthan �� &>¦_§¯¨ � . Therefore,the
suppositionis invalidated.

In two dimensions,theabove greedyalgorithmis not polynomial,nor doesit guarantee
an optimal solution. Moreover, the useof brute force combinatorialminimizationon the entire
problemis not computationallyfeasiblebecauseof thesizeof theinput. Nevertheless,becausethe
abovegreedyalgorithmis optimalfor aggregationin in onedimensionandis intuitively areasonable
approach,we exploredthe useof this algorithmto reducethe probleminto a series( e5£I¤ � ���3� ) of
smallerproblems(at eachstep,the problemis to find the maximumnumberof non-overlapping
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Figure6.26:Benefitof aggregatingcontiguousforwardingtableentries.Thenumberof aggregated
entriesis roughlya tenth(or fewer)of thetotal numberof cellsthatmustberepresented(Teledesic
constellation).

blocksof size � thatcanberemoved),andperformingbruteforcecombinatorialmaximizationon
the resultingproblemsto take out asmany large blocksaspossible. While the resultingsmaller
problemsarealsofactorially large,generallythe input sizeof contiguousblocksis on theorderof
tencellsor lessandcanbecomputedin a very small amountof time on a contemporaryPC;5 for
thoseblocksof cells for which the input is larger, otherapproximationmethodssuchassimulated
annealingmaybeused[114].

Figure6.26displaysnumericalresultscorrespondingto theapplicationof thetwo dimen-
sionalaggregationalgorithmon the routing informationpreviously analyzedin Figure6.24. This
exampleindicatesthat,throughtheaggregationdescribedin theprecedingparagraph,oneis usually
ableto reducethenumberof forwardingentriesby over anorderof magnitude(from over twenty
thousandto a coupleof thousand).Therefore,this approachslightly outperformsusingtemporal
consistency betweensequentialtopologyconfigurations(which wasableto reducethe routing in-
formationby a factorof threeto twenty). Notethatasthesatellitemovescloserto thepoles,it has
fewer next-hop satellitesto consider, sincesomeof the ISLs will beshutoff. This resultsin less
fragmentationof thesetof cellsto beaggregated,therebyimproving aggregation.

Weclosethissectionby notingthattheexploitationof temporalconsistency in therouting
tablesandaggressive cell aggregationtechniquesdescribedabove arenot mutuallyexclusive. For
example,supposethatanew largeentry, composedof somepreexistingsmallerentriesin thecurrent
forwardingtable,canbeconstructedanduploadedfor thenext stateof asatellite’s forwardingtable.
It may be advantageousto only uploadthe smallerblock that “completesthe puzzle” ratherthan²

In our computations,weuseda400MHz PentiumII machine.
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thenew largeraggregatedentry, therebyreducingtheamountof bandwidthusedat theexpenseof
carryinga few moreentriesin the forwardingtable. This may suggestthat the useof very large
aggregatedentriesthat containcellson theborderof a routing region may bedisadvantageousin
thatthelargecell is likely to persistin theforwardingtablefor only ashorttimeandwill incurmore
signalingtraffic in thefuture(i.e.,sometypeof “persistence”metriccouldbeaddedto thealgorithm
that constructsaggregatedcell entries,giving moreweight to entriesthat arelikely to temporally
persist).Wedid notexplorefurtheroptimizationsof thealgorithmalongtheselines,but mentionit
asa candidatefor futureresearch.

6.7 Summary

In this chapter, we have studiedthe packet routing problemfor LEO networks. LEO
systemsaresophisticatednetworks with a large numberof degreesof freedomin the design,and
therefore,in principle, therecould be a wide variety of solutionsto the packet routing problem.
However, webasedourwork ontheassumptionthatsatellitecommunicationspayloadswouldcon-
tinue to be massandpower constrained,andthat bandwidthon the intersatellitecommunications
links (ISLs) is muchlessscarcethanthatof theground-to-satellitelinks (GSLs).Thefollowing are
ourkey results:

� Wedescribedtheconstructionof aLEOnetwork simulator, basedonthenssimulator, suitable
for routingstudies.Thissimulatorrevealedsomeinterestingfundamentaldelayperformance
propertiesof LEO networks,especiallypertainingto theeffectsof whetheror notcross-seam
ISLsarepresentin polar-orbitingconstellations.Ourextensionsfor simulatingLEOnetworks
have beenincorporatedinto themainnsdistribution andarenow freelyavailable.

� Weexploredthehypothesisthat,by makinglocally optimalpacket forwardingdecisionsthat
minimize the geographicdistanceto the destination,onecanobtainroutesthat arecloseto
optimal in termsof delayperformance.We constructeda distributedroutingprotocolbased
on this hypothesis,andfound that while theLEO network meshwassufficiently denseand
regular to admitgoodroutesbasedon this approach(routesthatwere,on average,no more
than5 to 10 ms worsethanglobally optimal routes),therearea numberof problemswith
commerciallyproposedLEO network topologiesthatmake constructionof a robustprotocol
difficult. In particular, thedistortionsin thetopologyin thepolarregionsandat thecounter-
rotatingorbital planesrequiresignificantadditionsto a distributedroutingprotocolbasedon
geographicaddresses.

� We examinedthe useof geographicaddressingandcell geometriesfor usewith a central-
izedroutingsystem.In this case,theobjective is to reducetheamountof traffic betweenthe
centralizedcontrollerandthesatellites.A key to this typeof systemis theconceptthat the
stateof the network evolves througha setof discretestateswith fixed topologies,andthat
thefrequency of changeis notsolargethatit swampstheuplinksanddownlinkswith control
traffic. We developedanoptimalcell numberingschemefor rectilineargridson theEarth’s
surfaceandprovedits optimality. Wethencomparedtwo approachesfor reducingtheamount
of traffic neededto supportforwardingtablechangesthat mustbe periodicallyuploadedto
satellites.For thefirst approach,exploiting temporalconsistency in routingtablesfrom state
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to state,ournumericalresultsfor a simulatedTeledesic-like systemindicatedthat,generally,
70 to 95 percentof the routing tableentriespersistbetweenstates.We thenexaminedthe
benefitof aggregatingcontiguousforwardingtableentriesinto a smallernumberof entries.
Wedevelopedagreedyalgorithmoptimalfor cell aggregationin onedimension,anddemon-
stratedthat it could beusedasaneffective approximationalgorithmfor cell aggregationin
two dimensions,sincetheproblemof addressaggregationin two dimensionsis NP-complete.
Ournumericalresultsindicatethat,with thisalgorithm,thesizeof satellite-borneforwarding
tablesdevotedto non-localdestinationscanbereducedfrom over twenty thousandto a few
thousandentries.
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Chapter 7

Conclusionsand Futur eWork

In this chapterwe concludethis dissertationby summarizingour contributionsanddis-
cussingdirectionsfor futurework.

7.1 Summary

In this dissertation,we have focusedon two problemsrelevant to Internetdatanetwork-
ing over next-generationbroadbandsatellitesystemsthat provide “last-mile” network access:i)
improving theperformanceof reliabletransportprotocolsover high-latency paths,andii) routing
strategies for constellationsof low-earth-orbitingsatellites. In this section,we briefly review our
mainconclusions.

7.1.1 Transport Protocolsfor BroadbandGEO Systems

Recallthatwe focusedon theperformanceproblemsencounteredwhenusingTCPover
GEOsatelliteconnections.Ourdatasupportsthefollowing conclusions:

� TCP fairnessAs describedearlier, theproblemof TCPfairnessin a hetergeneousenviron-
mentis a long-standingresearchproblem. While we wereableto reproducethesimulation
resultsreportedby Floyd [39] that showed how TCP connections,if they wereto all usea
“Constant-Rate”linearincreaserateduringcongestionavoidance,couldachievebetterglobal
network fairness,our simulationssuggestthat it would bedifficult to deploy this algorithm
incrementallyin the network, because“Constant-Rate”connectionsare lessaggressive in
obtaininga shareof congestednetwork bandwidth. We presentedsomesimulationresults
indicatingthat long-delayTCPconnectionsmaybeableto unilaterallyimprove thefairness
of thenetwork by becomingslightly moreaggressive duringcongestionavoidance.The in-
terestingaspectof this resultis not thatmoreaggressive connectionscoulddobetterbut that,
in our simulationtopologies,suchconnectionsalwaysimprovedthenetwork fairnessmetric
without compromisingutilization of thebottlenecklink. Basedsolelyon our simulationre-
sults,we cannotrecommendthis strategy or a particularpolicy for deploymentuntil it has
beenexaminedfurther (particularlythroughnetwork experiments),but the potentialseems
promising.Wenotethatthebestsolutionto thisproblemappearsto betheinclusionof mech-
anismswithin routersthat guaranteefair sharingof bandwidthon a per-flow basis,but it is
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unclearat this time whethertherearesufficient incentivesto deploy suchmechanismsin the
Internet.

� Satellite optimized TCP implementationsand split connectionsWe conducteda studyof
satelliteTCPperformance,focusingon end-to-endperformancein whichpartof thesatellite
TCP connectiontraversesthe Internet,andinvestigatingboth file transferperformanceand
short Web-like connectionperformance.We demonstratedhow SACK loss recovery and
NewRenocongestionavoidanceprinciplesshouldbe usedin conjunctionto achieve good
TCP file transferperformanceover GEO satellitelinks, andwe explainedwhy othertypes
of TCP implementationsoften performmuch worse. Nevertheless,we showed how even
moderatelevelsof congestionin thewide-areaInternetcanderailthefile transferperformance
of evensatellite-optimizedTCPconnections.We alsoquantifiedtheperformancegainsthat
TCPenhancementssuchasTCPfor Transactionsandan increasedinitial window canhave
on Web-like traffic, showing thatuser-perceived latency canbereducedby a factorof two to
threethroughsuchprotocols.Becausecongestioncanhave sucha negative impacton end-
to-endsatelliteTCPfile transfers,andbecauseenhancementslike TCPfor Transactionsmay
not bedeployedin theInternetdueto securityconcerns,we concludedthatthesafestbetfor
ensuringhigh performanceTCPconnectionsover GEO satellitelinks appearsto bea split-
connectionapproach.We demonstratedhow theend-to-endperformancedegradationscould
benearlyeliminatedthroughasplit connectionapproach,providedthatIP securityprotocols
donotconstraindeploymentof suchgateways.

� Satellite-optimizedtransport protocolWedescribedtheoveralldesignandperformanceof
a satellite-optimizedtransportprotocol (STP) that is specificallydesignedfor a broadband
satellitenetwork characterizedby high degreesof bandwidthasymmetry. We thenexperi-
mentedwith simulationmodelsanda BSD/OSkernel implementationof the protocol. We
comparedthis protocolto TCPandfound that it providesvery goodperformancein a high
lossenvironment(evenwith bit errorratiosaslow as ��D�gi³ ), lesssensitivity to largevariations
in theroundtrip delayexperiencedby packets,delayperformanceapproachingthatof TCP
for Transactionsfor short transfers,anda reductionof up to an orderof magnitudein the
amountof bandwidthusedon thereversechannelto returnacknowledgments.

7.1.2 UnicastPacket Routing for LEO Constellations

Wealsostudiedtheunicastpacket routingproblemfor LEO constellationsandconcluded
thefollowing:

� LEO extensionsfor the ns simulator Wedescribedthedesignandconstructionof apacket-
level simulatorfor LEO networks.Thisnetwork simulatoris valuablebecauseit is integrated
with thenssimulatoralreadyin wideuseby theresearchcommunity. Thissimulatorrevealed
someinterestingfundamentaldelayperformancepropertiesof LEO networks that have not
yet beenseenin the literature. In particular, we illustratedtypical delayperformancethat
might be seenby usersof the Iridium and (proposed)Teledesicsystems,and showed the
impactof usinghopcounts,ratherthandelaymetrics,asthecostmetricusedin shortestpath
routingalgorithms.
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� Distributed LEO routing using geographic-basedaddressesWe exploredthehypothesis,
advancedby severalresearchers,thatby makinglocally optimalpacket forwardingdecisions
thatminimizethegeographicdistanceto thedestination,onecanobtainroutesthatareclose
to optimalin termsof delayperformance.Weconstructedadistributedroutingprotocolbased
on this hypothesis,andfound that while theLEO network meshwassufficiently denseand
regular to admitgoodroutesbasedon this approach(routesthatwere,on average,no more
than5 to 10 ms– lessthan10%–worsethanglobally optimal routes),therearea number
of problemswith commercially-proposedLEO network topologiesthatmakeconstructionof
a robust protocoldifficult. In particular, the distortionsin the topologyin thepolar regions
andat thecounter-rotatingorbital planesrequiresignificantadditionsto a distributedrouting
protocolbasedongeographicaddresses.

� Centralized LEO routing using geographic-basedaddressesWe examinedtheuseof ge-
ographicaddressingandcell geometriesfor usewith a centralizedrouting system.We de-
velopedan optimal cell numberingschemefor rectilineargrids on the Earth’s surfaceand
proved its optimality. We thencomparedtwo approachesfor reducingtheamountof traffic
neededto supportforwardingtablechangesthatmustbeperiodicallyuploadedto satellites.
For the first approach,exploiting temporalconsistency in routing tablesfrom stateto state,
ournumericalresultsfor asimulatedTeledesic-like systemindicatedthat,generally, 70 to 95
percentof the routing tableentriespersistbetweenstates.We thenexaminedthebenefitof
aggregatingcontiguousforwardingtableentriesinto a smallernumberof entries.We devel-
opedangreedyalgorithmfor cell aggregationin onedimensionthatis optimalin aggregating
contiguouscells,anddemonstratedthat it couldbeusedasaneffective approximationalgo-
rithm for cell aggregationin two dimensions,sincetheproblemof addressaggregationin two
dimensionsis NP-complete.Our numericalresultssuggestthat,with this algorithm,thesize
of satellite-borneforwardingtablesdevotedto non-localdestinationscanbe reducedby an
orderof magnitude,from tensof thousandsof entriesto a few thousandentries.

7.2 SoftwareAvailability

We have madeavailableonline, in sourcecodeform, mostof theprotocolandsoftware
implementationsdescribedherein:

� Our satellite-optimizedTCP implementation(describedin AppendixA) for BSD/OS3.0 is
availableatftp://daedalus.cs.berkeley.edu/pub/tcpsack/

� Simulatorextensionsfor generatingbackgroundHTTPtraffic in thenssimulatorareavailable
atftp://daedalus.cs.berkeley.edu/pub/ns/httptrafficgen.tar

� Sourcecodefor BSD/OS3.0andFreeBSDkernelimplementationsof theSatelliteTransport
Protocol(STP)areavailableatftp://daedalus.cs.berkeley.edu/pub/stp/

� OurLEOsatelliteextensionsto thenssimulatorhavebeenincorporatedinto themaindistribu-
tion anddocumented.ns is availableathttp://www-mash.cs.berkeley.edu/ns/
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7.3 Future Dir ections

Theresultsof thisdissertationpoint to severalinterestingdirectionsfor futurework:
� TCP fairnessOur resultsabove indicatedthat it maybeworthwhile to selectively increase

the aggressivenessof certainTCP connectionsto improve network fairness.However, our
resultsarepreliminaryandneedto be experimentallyvalidatedbeforedeployment canbe
recommended.For example,a wider rangeof topologiesshouldbeconsidered,andexperi-
mentsaswell asmoresimulationsareneededto decideon thebestpolicy. Theimpactof this
algorithmonconnectionsusedfor shortdatatransactions(suchasmany smallWebtransfers)
shouldbestudiedmore.Finally, mechanismsfor moreaccuratelydeterminingaconnection’s
RTT, aswell aspoliciesthat might be invoked asa function of the RTT observed, require
morestudy. It shouldbeemphasizedthatmechanismsfor per-flow fair sharingof congested
links would obviate the needfor improvementsto TCP’s end-to-endalgorithm,so further
work on the designanddeploymentof thesemechanismswould alsobevery useful. Also,
Mo hasdemonstratedthepotentialexistenceof a fair, distributedflow controlalgorithmbut
hasnot beenableto constructsuchanalgorithm[89]; if suchanalgorithmwerediscovered,
it maybeasubstantialimprovementover thecurrentone.

� Satellite-optimizedTCP We have identifiedtheperformanceof theslow startandconges-
tion avoidancealgorithms,aswell asimplementationdetailssuchascorrectsizingof socket
buffers anduseof the correctTCP options,asthe biggesthurdlesto overcometo improve
TCPperformanceover satellitelinks. Furtherwork on automatingthecorrectconfiguration
of TCP, suchasdescribedin [122], couldhelpthedeploymentof moresatellite-friendlyim-
plementations.

� Split connectionsThemainobstacleto thedeploymentof split-connectionprotocolgateways
is their interactionwith a securityinfrastructure.In particular, any IP securityprotocolsthat
encryptthepayloadof anIP packet rendera split connectiongateway useless.Work on how
to integrateperformanceenhancingproxiesinto the trust infrastructureof a securenetwork
would be valuable. Anotherissuethat could be pursuedfurther is how dataflows between
split connectionsshouldinteract. Specifically, considerthecaseof usinga split connection
to aid in Webbrowsing. In this case,packetsmaytrickle in at a slow ratefrom theterrestrial
(server) sideof aconnection.If thesplit connectionis implementedasapurebytepipe,then
thesepacketswould besentover thesatelliteasthey arrive at thegateway. However, these
typesof shortpacketexchangesaretheleastefficientbecausethey requirefrequentuseof the
backchannelfor acknowledgments.It would bemuchmoreefficient to bundleandsendthe
whole Webpageat onceratherthanto streamit graduallyacrossa satelliteconnection.In
otherwords,knowing application-level databoundariesmayaid in efficient communication
(this is the conceptof Application Level Framing). Designof split connnectiongateways
aroundthis approachmay outperformsimpleconnection-splicingapproachesasdescribed
herein.

� LEO networking The field of LEO networking is ripe for furtherwork, astherearemany
moreinterestingissuesinvolving unicastLEO routingthanwewereableto cover. For exam-
ple, integrationof a LEO network with terrestrialwireline or wirelessnetworks is an inter-
estingproblem.Givena LEO network with multiple gateways,how canthenetwork decide
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uponwhichgatewayto exit thenetwork?Whatkind of loadbalancing,suchasroutingaround
hot spots,is needed?Wouldalternateconstellationdesignsadmitsimplerroutingprotocols?
Can loop-freedistributed routing protocolswith supportfor load balancingbe developed?
The problemsarenot limited to unicastrouting. Theperformanceof TCPconnectionsin a
LEO environmentthat inducesRTT variationscould bestudied.We did not even touchon
multicastrouting;whatkind of multicastroutingprotocolsarebestfor a LEO constellation?
Whatareoptimalqueuesizesfor on-boardswitches?We hopethatour nssimulatorexten-
sionsenableresearchin theseareasandin otherareasnot touchedby our research,suchas
multiple accessprotocols,handoff strategies,andtheperformanceof otherclassesof appli-
cationssuchasreliablemulticast. The publishingof additionalinformationor researchon
issuessuchasthe link availability anderrorperformanceof LEO links andtheterminaland
satellitehardwarecapabilitiesrelatedto link handoff wouldaidsuchfuturestudiesgreatly.



132

Appendix A

CongestionAvoidanceand Selective
RetransmissionPoliciesfor TCP

OurTCPSACK-NewRenoimplementationobeysstandardcongestionavoidancepolicies
andrulesfor selectiveacknowledgments(SACKs)asspecifiedin [129] and[83], with thefollowing
extensions.1 Thefollowing extensionsapplywhetheror not SACK is enabledfor a givenconnec-
tion:2

1. Initialize anew statevariable,sndrecover, to thevalueof sndunauponconnectionstart.

2. Uponreceiving threeduplicateacknowledgments,if thesequencenumberacknowledgedis
greaterthanor equalto sndrecover, thensetsndrecover equalto sndmax, andperformfast
retransmitaccordingto [129].

3. If, while in fastrecovery phase,a segmentacknowledgingnew datais received andthe se-
quencenumberacknowledgedis greaterthanor equalto sndrecover, thenexit fastrecovery
by settingsndcwndto eithersndssthreshor theamountof outstandingdatain thenetwork
plusonesegment,whichever is smaller.

4. While in fastrecovery phase,if a segmentacknowledgingnew datais received,andthese-
quencenumberacknowledgedis lessthansndrecover, if SACK isnotenabledfor theconnec-
tion thenretransmitthenext unacknowledgedsegment.Additionally, whetheror not SACK
is enabled,partiallydeflatethe(inflated)sndcwndby theamountof new dataacknowledged,
addbackonesegmentto sndcwnd, andcall tcp output().

In addition,if SACK is enabledfor agivenconnection,thefollowing rulesapplyto retransmissions
andnew datatransmissionsduringtherecovery phase:

5. A givensegmentis considered“eligible” for retransmissionif it hasnotalreadybeenretrans-
mittedandif eitherthreeduplicateacknowledgmentshave arrivedfor thesegmentjust prior
to it or theSACK informationimpliesthat thereceiver is holdinga segmentthatwassentat
leastthreesegmentsbeyondthegivensegment.´

ThisdescriptionassumesaTCPimplementationsimilar in structureto Berkeley-derivedTCPimplementations.�
Thesefirst four guidelinesare for the TCP NewRenoportion of the implementationand have beenacceptedas

(experimental)RFC2582within theIETF [42].
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6. While in fastrecovery, uponreceptionof eachACK thatdoesnotendthefastrecoveryphase,
theTCPsenderfirst checkswhetherthereareany eligible retransmissionsto besent. If so,
onesuchretransmissionis sent.If not, theTCPsenderinflatessndcwndby onesegmentand
attempsto sendoneor morenew segmentsif permittedby thewindow.

7. Whensndmaxisgreaterthansndnxt(e.g.,following aTCPtimeout),any SACK information
receivedsubsequentto thetimeoutis usedto avoid retransmittingdatafor which thereceiver
is sendingaSACK.
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